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THEOREM Lei0 < w<p< 7, andlet T be an operotor of type w which is
*

one—one with dense range. Suppose that T and T salisfy quadratic estimates with

respect to ?:&H.a:m. Y and 9 in GJmmv . If fe H.HBBW_V , lhen the operator f(T) is

bounded, and there exists o constant ¢ such that
6T < el
forall feH (87).
'
Proof Let # be any fumction in Emmu such that ﬁa Sgﬁuw&n =1 where = ¢yf.
0

For mmmﬁmf and 0<e<R<w, ammnmmmmeﬁmov !

R ¢
£ (0= )0 ¢
We shall use the quadratic estimates to show that

e (T < el

for some constant ¢ depending only on T ;b and #. The thecrem in section 5 can

then be applied io give the result. We note that it also gives the formula

w a
méau :l mﬁ:ﬂ;ﬂ _

-0 ¢
Roo i

forall ue¥.

To prove the bounds on mm w.ﬁj we proceed as follows. Let u,v € ¥. Then

! Amm,w.ni:?v i

1l

m. ES
! _m < ()T, T >L
sup __Eﬁ:dih__ﬁaz__wﬂﬁ g_gﬂﬁ 1?4 |

423 1P (CEB T Yl vl

1A

I
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where q and q; are the constants appearing in the nup%man estimates. Recall that

ﬁ.m )T} was defined in section 4 by a contour integral,
0w =5 | (T-¢1) Q) o(tC)ac .
Therefore

I8 = 3z 1, | ICT-07) 102001 1
HI £ -1 [ ci d
< o=l __.L eIl TL]E n } tagi

= Al

where & dependson T,p and & but not f. So
<t gDy < ayayl] ol o]
forall 0<e<R< o, mmﬁ&ﬁm? and w,ve¥.
‘We have thus obtained the bounds on £ e g ond hence the result, //

The assumption in the theorem that T has dense range is in fact redundant ag
it follows from the other hypotheses. In fact if we drop the assumption that T is
one-one then we find that ¥ = MT) @ A[TT, where the symbol ® denotes the direct
sum in the sense of Banach spaces ?b& does not imply orthogonality). This is seen as

follows. Define m by
- dt
m_+=| . ﬁwﬁ.?ﬂ, ue¥.

Then E . 18 2 bounded operator which is zero on #{T) and the identity on Z(T). So

MT)oMTTc 4. Similady KT )T )c¥. So MT)@BTT =% as required. In
general we find that .
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{(Tp)B,u uh (fp)(T)u &

for ve¥, where H\w is the restriction of T to 7[T).

8. NECESSITY OF QUADRATIC ESTIMATES

THEOREM Let T be a one—one operaior of type w with dense range. Wrile
*
T=UA and T =VB where A ond B are positive self~adjoint operators and U

end V are isomorphisms.

The following statements are eguivalent: i

{a) forell p>w there exist o__. such that . _
Oy .
Il < o i, e (%)
(b)  there exist b > w and ¢ such that
T < e, e (805
(e) ﬁum |s€R} isa o group and, for all 4 > w, there exist €, such that
__Hmm__Mn:m__._m_ ,sER;

(@)  there exists ¢ such that

~1<3s

A

I < o 1

(6)  foreach a€(0,1), AT =7AY, ﬁ.ﬁ*ﬁ =NBY and there ezisis ¢ > 0

such that
¢ A% < [T%) < o A% ,ueNTY)
— * *
< B%) < [T %) < ¢|B%]| ,ue AT %
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(£} there ezist «, f¢(0,1) and ¢ such that BT c A% , ﬁﬂ*hv C ﬁw.mw and

1A% < of 7% , 1€ ATY
BAull < e 7"y cue A

1A

{g) forall p>w andall e Emmu there exist q such that

1/2
ﬁ ._e_m@:ﬂ:__m%y / < qlu]] and
0

% 1/2
([ eyl 4 < oy e,
(h)  thereemist u > w, P& E+Am_m__v s EJmmu and q such that

{ h 1Ty ﬁ:m < qllu and
:H T uy? ﬁtm <qlu] ue?.

Proof We shall verify the implications ?.v @ (c)2{e) 2 (g) = (a) . The cycle (b) » (d)
{e) » (£} » (h) 2 (b} is proved similarly.

{a} # {¢) : The bounds in (c} are obtained by applying part (a) to f mmﬁ = mm . The
theorem in section 5 can then be applied to see that HEAH? -1 as s~ 0 for all

uew.

{c} = (&) : This is a result on complex interpolation which can be proved as usual by
applying the maximum medutus theorem on the girip {zeC | 0 £ Rez < 1}. For
example, the first inequality can be verified for 1 € ﬁ.ﬁﬁtﬂuwu by applying it to the
function

2 .
Hz)=e? AZT7%,

All the technicalities needed to do se have been derived in sections 5 and 6. For
example the continuity of f can be proved using the theorem in section 5 as can the

analyticity of f on the open sirip. Further details are left to the reader.
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(&)= (g): For ae (0,1), let @AQUHO = nTﬁTQL. We first show that T
satisfies & quadratic estimate with respect to @A Q) There exist bounded operators U

and W o Such thai
_H.>IH = d—ﬁﬁ»}u and .RPQ.H—IQ = SQ_.NH.H_QV .
It can easily be computed that .
¥ o) (T = {TBT) " + (D) U}y (AW,

S0

Ji W gytemi

e [ 1oy i &

1A

A

2
o W ul? < qfull? JuEt,
as required. We used the fact that the positive operator A satisfies a quadratic
estimate,

Now let @meamv. There exist 8, p € Emmv and &, f€ (0,1) such thas

YT) = KW (1) + (T)y (T) .

On returning to the definition of ¢(tT) we find that

H#ETI < &{ll9 &I + Il ) (ST}

where k dependson ¢ and ¢. It now follows from the quadratic estimates for 7

(o)
and @H 8) that T satisfies a quadratic estimate with Tespect to 9.

The dual estimate is proved similarly.
{g) # (a) : This was proved in the previous section. //
The above theorem, with the exception of paris (a) and (b), is essentially due to

Yagi [4], though various parts of it were known previously. The implication (e} = (a),

for example, is taken from the proof of the Heinz-Kato theorem.
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9. OPERATORS SATISFYING QUADRATIC ESTIMATES

We have already seen that positive self-adjoint operators satisfy quadratic
estimates. So do normal operators with spectra in a sector, and also maximal accretive

operators.

One could point to a large rumber of instances where estimates of one type or
another of those lisied in section 8 E?m been Emm. by people working in partial
differential equations or harmonic analysis. Yagi has used some of this' material to
show that certain classes of elliptic operators with smooih coefficients satisfy quadratic
estimates. (See the references at the end of his paper in this volume.) Thus such

operators have an er?unaou& caleutus,
How about the operator S in H_mc_c with domain H.Hmﬁ__c defined by
(Sw)(x) = ~g(x) " u"(x)
where g€ hsﬁ__c and Reg(x) =% >0 forall xeR? This can be handled via the

following result.

THEOREM fet T= éaHP where A is a positive self —adjoint operator and W is o

bounded operator satisfying Re(Wu,u) > z__z__m forsome >0 and oll ue?®.
*

Then T and T are one—one operalors of type w< w2 which setisfy quadratic

eslimates if the following condition (C) is satisfied:
(C)  There ezist constants ¢ end m such that

| 1/2 .
{[" 10,@p, 44 ” < campiyu)

and

1/2
:,M__ 198 P ka 9 < et ) o
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forall ued and k=12,..., where
Po= (LPA%h Q= tAM®A% ! and B=T- 2w
forsome M€ S,wn__s__&v .

Proof It is straightforward to check that |B|| < 1, so T = A(T-BY YA . Let r=t).
Then

(i) =R _ _HMO EWLIH.E

where

R,= (7)) =P, -1Q_
and the series converges because __w..__.__ =1 and [|B]|<1.

It is not difficult to show that T is a one-one operator of type w for some

we .
et ¥{(¢) = ¢(1+¢2)) . Then
WET) = WATEE-H - :.;dl&
-3{r, M (BR )X - M aFLJ?E
-1 wmu mv.u Tw BY<SQ (BP ) + |
+ (B_B)Q, (B8P )} (1-B)
Hence

IR

w m& H\m
msmﬁ_ 131 { [ e, e fu-may2 47)

_m@ mMo B Ee(Ls™) B

= qllulf ,uce?,

as required. The dual estimate is proved similarly. //

18

To apply this theorem in the case s&mb W denotes Bﬁﬂvrnpﬂob by the H.
funciion g, and A= D? where D = -i muln. we need to check that the condition (C)
is satisfied. However this is a consequence of the similar estimates proved in [1] where

wﬁ and ow were defined in terms of T rather than A .

We thus have that the operator § defined before the theorem satisfies square
function estimates, along with m*. S0, by the results in section 8, ﬁmH\ mu =
ﬁemutmv umr__c and ||f(S)|| < clf , for feH Hmﬁ\m As pointed out in
Meyer's lecture notes in Madrid, these facts can be used as follows. Say we want to

solve the elliptic boundary value problem:

@Mﬁ?ﬁﬁ

g(x) mmﬁons.ic xeR,t >0,
(x,0) = g(x) b >0.
Then we find that the solution

u(-,t) = |m|£.m mup\ mm

is defined for all ge m:__z and satisfies

sup [ e < of [ 18 o2 .

t>0

16. DOUBLE SECTORS

It is just as interesting, if not more so, to consider operators T with gpecira in

a. double sector
uTmﬁ | ces, o -nmmL

*
for 0 < w< 7/2. We can again show that if T and T satisfy quadratic estimates

ther f(T) is defined and satisfies |[f{T)|] < __m__ forall feH Amcu where > w,
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In particular this applies when ¥= rmﬁc v 1={s+igls) | seR}, g s a

*
Lipschitz function, and T = Uq = wm@m_ ” Then T and T satisfy quadratic
estimates, so ‘T has an m8|m_Ecaoﬁ_& caleulus. In particnlar sgn(T) e £(¥) where
sgn (=+1 if Re¢ >0 and sgn ¢=-1 if Re ¢ < 1. The operator sgn(T) is none
other than the Cauchy singular integral operator on . See [1] and [2], where the

case of Lipschitz surfaces is treated too.

This paper is already too long, so detalls will be left as a challenge to the

reader.
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