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#### Abstract

We present a simple, Clifford algebra based approach to several key results in the theory of Maxwell's equations in non-smooth subdomains of $\mathrm{R}^{m}$. Among other things, we give new proofs to the boundary energy estimates of Rellich type for Maxwell's equations in Lipschitz domains from [20] and [10], discuss radiation conditions and the case of variable wave number.


## 1 Introduction.

It has been long recognized that there are fundamental connections between electromagnetism and Clifford algebras. Indeed, understanding Maxwell's equations was part of Clifford's original motivation.

A more recent trend concerns the treatment of such PDE's in domains with irregular boundaries. See [11] for an excellent survey of the state of the art in this field up to early 1990's and [13], [18] for the role of Clifford algebras in this context.

Following work in the context of smooth domains ([24], [2], [4], [23]), the three-dimensional Maxwell system

$$
\left(\mathcal{M}_{3}\right)\left\{\begin{array}{l}
\operatorname{curl} E-i k H=0 \text { in } \mathrm{R}^{3} \backslash \bar{\Omega}, \\
\operatorname{curl} H+i k E=0 \text { in } \mathrm{R}^{3} \backslash \bar{\Omega}, \\
n \times E=f \in L^{2}(\partial \Omega),
\end{array}\right.
$$

[^0](plus appropriate radiation conditions at infinity) in the complement of a bounded Lipschitz domain $\Omega \subset \mathrm{R}$ has been solved in [20], while the higher dimensional version (involving differential forms)
\[

\left(\mathcal{M}_{m}\right)\left\{$$
\begin{array}{l}
d E-i k H=0 \text { in } \mathrm{R}^{m} \backslash \bar{\Omega}, \\
\delta H+i k E=0 \text { in } \backslash \bar{\Omega}, \\
n \wedge E=f \in L^{2}(\partial \Omega),
\end{array}
$$\right.
\]

(plus suitable radiation conditions) for arbitrary Lipschitz domains $\Omega \subset \mathrm{R}^{m}$, has been solved in [10] (precise definitions will be given shortly). See also [19], [16] for related developments.

One of the key ingredients of the approach in [20], [10] was establishing estimates to the effect that the so-called voltage-to-current map, taking $n \times E$ into $n \times H$ and $n \wedge E$ into $n \vee H$, respectively, is an isomorphism between appropriate boundary spaces. Ultimately, this comes down to proving norm equivalences of the following form

$$
\begin{equation*}
\|n \times E\|_{L^{2}(\partial \Omega)}+\|\langle n, H\rangle\|_{L^{2}(\partial \Omega)} \approx\|n \times H\|_{L^{2}(\partial \Omega)}+\|\langle n, E\rangle\|_{L^{2}(\partial \Omega)} \tag{1}
\end{equation*}
$$

in $R^{3}$ and, more generally,

$$
\begin{equation*}
\|n \wedge E\|_{L^{2}(\partial \Omega)}+\|n \wedge H\|_{L^{2}(\partial \Omega)} \approx\|n \vee E\|_{L^{2}(\partial \Omega)}+\|n \vee H\|_{L^{2}(\partial \Omega)} \tag{2}
\end{equation*}
$$

in $\mathrm{R}^{m}$. As shown in [20, Theorem 4.1] (for $\operatorname{Im} k>0$ ) and [10, Theorem 8.5] (for arbitrary $k \neq 0$ ), the above estimates lead to the invertibility of certain magnetostatic (and electrostatic) boundary integral operators which, in turn, are used to solve $\left(\mathcal{M}_{m}\right), m \geq 3$.

The aim of this paper is to shed new light on the basic estimates (1), (2) and to present an alternative, natural approach to proving such boundary energy estimates, developed in the framework of Clifford algebras. This is an extension of work in [18] where such an approach has first been used for certain PDE's in Lipschitz domains. Besides its intrinsic merit, the relevance of this work should be most apparent for the numerical treatment of electro-magnetic scattering problems in non-smooth domains. For the smooth context and different techniques see [8].

The departure point for us (which in fact goes back to Maxwell himself; it has also been reinvented by M.Riesz) is to write the Maxwell system as a single equation which, in fact, expresses the Clifford analyticity of a certain Clifford algebra-valued function. Specifically, if $E$ and $H$ are the
electric and magnetic components of an electro-magnetic wave in $\mathrm{R}^{3}$, then the entire Maxwell system is equivalent to the Maxwell-Dirac equation

$$
\begin{equation*}
\left(D+k e_{4}\right)\left(H+i E e_{4}\right)=0 . \tag{3}
\end{equation*}
$$

Here $E$ and $H$ are regarded as Clifford algebra-valued functions in $\mathrm{R}^{3}$, and $D+k e_{4}$ is a perturbed Dirac operator.

This is both mathematically convenient and physically relevant. In fact, the same idea has been extensively used by physicists who employ the Lorentz metric in the four dimensional (flat Minkowskian) space-time domains in order to write the 3D Maxwell system for $E=\left(E_{i}\right)_{i=1,2,3}$ and $H=\left(H_{i}\right)_{i=1,2,3}$ solely in terms of the electromagnetic field-strength tensor. Due to its skew symmetry, the latter defines the exterior differential form (sometimes referred to as a Faraday bi-vector field)

$$
\begin{aligned}
\omega:= & \left(E_{1} d x_{1}+E_{2} d x_{2}+E_{3} d x_{3}\right) d t \\
& +H_{1} d x_{2} d x_{3}+H_{2} d x_{3} d x_{1}+H_{3} d x_{1} d x_{2}
\end{aligned}
$$

(typically, electrical forces are vectorial while magnetic ones are 2-tensors). See, e.g., the monographs [5], [31], [9], and [28].

The radiation conditions for $E$ and $H$ can also be naturally rephrased in terms of $\omega$. Parenthetically, let us note that it is also possible to work with the non-homogeneous form $E+H$ and write Maxwell's equations in the form $(D+i k)(E+H)=0$ (cf. [23], [10]) but this setup appears to be less physically relevant.

However, the most attractive aspect of this algebraic context is that it preserves many of the key features of the classical complex function theory. For us, Hardy spaces of monogenic functions in Lipschitz domains and Cauchy vanishing formulas will play a basic role in the sequel. Based on these, if $\Omega \subseteq \mathrm{R}^{3}$ is the complement of a bounded Lipschitz domain and if $n \equiv n_{1} \epsilon_{1}+n_{2} e_{2}+n_{3} e_{3}$ denotes the outward unit normal to $\partial \Omega$, we shall show that for any solution $\omega=H+i E e_{4}$ of (3) there holds

$$
\|n \omega \pm \omega n\|_{L^{2}(\partial \Omega)} \approx\|\omega\|_{L^{2}(\partial \Omega)},
$$

modulo residual terms. The Rellich type estimate (1) follows from this. In fact, a similar argument applies in the higher dimensional case.

Before commencing the major developments we shall introduce here some notation. Call a bounded domain $\Omega$ Lipschitz if its boundary is locally given by graphs of Lipschitz functions in appropriate rectangular coordinates. We
let $d \sigma$ denote the surface measure on $\partial \Omega$ and set $n$ for the outward unit normal to $\partial \Omega$. For a (possibly algebra-valued) function $u$ defined in $\Omega$, the nontangential maximal function $u^{*}$ is given by $u^{*}(X):=\sup \{|u(Y)| ; Y \in$ $\Omega,|X-Y| \leq 2 \operatorname{dist}(Y, \partial \Omega)\}$. Also, the nontangential boundary trace on $\partial \Omega$ of a function $u$ defined in $\Omega$ is taken as the pointwise nontangential limit almost everywhere with respect to the surface measure on the boundary.
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## 2 Clifford algebra rudiments.

Recall that the (complex) Clifford algebra associated with $\mathrm{R}^{m}$ endowed with the usual Euclidean metric is the minimal enlargement of $\mathrm{R}^{m}$ to a unitary complex algebra $\mathcal{A}_{m}$, which is not generated (as an algebra) by any proper subspace of $\mathrm{R}^{m}$ and such that $x^{2}=-|x|^{2}$, for any $x \in \mathrm{R}^{m}$. This identity readily implies that, if $\left\{e_{j}\right\}_{j=1}^{m}$ is the standard orthonormal basis in $\mathrm{R}^{m}$, then

$$
\epsilon_{j}^{2}=-1 \text { and } e_{j} e_{k}=-e_{k} e_{j} \text { for any } j \neq k
$$

In particular, we identify the canonical basis $\left\{e_{j}\right\}$ from $\mathrm{R}^{m}$ with the algebraic basis of $\mathcal{A}_{m}$. Thus, any element $u \in \mathcal{A}_{m}$ can be uniquely represented in the form

$$
\begin{equation*}
u=\sum_{l=0}^{m} \sum_{|I|=l}^{\prime} u_{I} e_{I}, \quad u_{I} \in \mathrm{C}, \tag{4}
\end{equation*}
$$

where $\epsilon_{I}$ stands for the product $e_{i_{1}} e_{i_{2}} \ldots e_{i_{l}}$ if $I=\left(i_{1}, i_{2}, \ldots, i_{l}\right)$ (we make the convention that $e_{\emptyset}:=1$ ). For this multi-index $I$ we call $l$ the length of $I$ and denote it by $|I|$. We shall adopt the convention that $\sum^{\prime}$ indicates that the sum is performed only over strictly increasing multi-indices $I$.

The Clifford conjugation on $\mathcal{A}_{m}$ is defined as the unique complex-linear involution on $\mathcal{A}_{m}$ for which $\overline{e_{I}} e_{I}=e_{I} \overline{\epsilon_{I}}=1$ for any multi-index $I$. In particular, if $u=\sum_{I} u_{I} e_{I} \in \mathcal{A}_{m}$, then $\bar{u}=\sum_{I} u_{I} \overline{e_{I}}$. Note that

$$
\begin{equation*}
\bar{u}=(-1)^{\frac{l(l+1)}{2}} u, \tag{5}
\end{equation*}
$$

for any $u \in \Lambda^{l}$. For the complex conjugation on $\mathcal{A}_{m}$ we set

$$
\begin{equation*}
u^{c}=\left(\sum_{I} u_{I} e_{I}\right)^{c}:=\sum_{I} \overline{u_{I}} e_{I} . \tag{6}
\end{equation*}
$$

We define the scalar part of $u=\sum_{I} u_{I} e_{I} \in \mathcal{A}_{m}$ as $u_{0}:=u_{\emptyset}$, and endow $\mathcal{A}_{m}$ with the natural Euclidean metric $\left\langle u, \bar{u}^{c}\right\rangle=|u|^{2}:=\left(u \bar{u}^{c}\right)_{0}=\left(\bar{u}^{c} u\right)_{0}$. Note that $(u v)_{0}=(v u)_{0}=\langle u, \bar{v}\rangle$, for any $u, v \in \mathcal{A}_{m}$. Another useful observation is that

$$
\begin{equation*}
|a u|=|u a|=|u||a| \tag{7}
\end{equation*}
$$

for any $u \in \mathcal{A}_{m}$ and $a \in \mathrm{R}^{m}$. We also define

$$
\begin{equation*}
u_{ \pm}:=\frac{1}{2}\{u \pm \bar{u}\} \tag{8}
\end{equation*}
$$

for each $u \in \mathcal{A}_{m}$.
With $u$ as in (4), define $\Pi_{l} u:=\sum_{|I|=l}^{\prime} u_{I} e_{I}$ and denote by $\Lambda^{l}$ the range of $\Pi_{l}: \mathcal{A}_{m} \rightarrow \mathcal{A}_{m}$. Elements in $\Lambda^{l}$ will be referred to as $l$-vectors or differential forms of degree $l$. The exterior and interior product of forms are defined for $\alpha \in \Lambda^{1}, u \in \Lambda^{l}$, respectively, by

$$
\begin{equation*}
\alpha \wedge u:=\Pi_{l+1}(\alpha u) \quad \text { and } \quad \alpha \vee u:=-\Pi_{l-1}(\alpha u) . \tag{9}
\end{equation*}
$$

By linearity, these operations extend to arbitrary $u \in \mathcal{A}_{m}$.
Two identities which are going to be of importance in the sequel are

$$
\begin{equation*}
\alpha u=\alpha \wedge u-\alpha \vee u \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
u \alpha=(-1)^{l}(\alpha \wedge u+\alpha \vee u), \tag{11}
\end{equation*}
$$

valid for arbitrary $\alpha \in \Lambda^{1}$ and $u \in \Lambda^{l}$.
We shall work with the Dirac operator $D:=\sum_{j=1}^{m} e_{j} \frac{\partial}{\partial x_{j}}$. Then $\bar{D}=$ $\sum_{j=1}^{m} \bar{e}_{j} \frac{\partial}{\partial x_{j}}=-D$, and $D^{2}=-\triangle$, the negative of the Laplacian in $\mathrm{R}^{m}$. For reasons which will become more apparent shortly, we shall find it useful to embed everything into a larger Clifford algebra, say $\mathrm{R}^{m} \subseteq \mathcal{A}_{m} \subseteq \mathcal{A}_{m+1}$. If for $k \in \mathrm{C}$ we now set

$$
\begin{equation*}
\mathbb{I}_{k}:=D+k e_{m+1} \tag{12}
\end{equation*}
$$

then $-I_{k}^{2}=\triangle+k^{2}$. Furthermore,

$$
\begin{equation*}
\mathbb{D}_{k}^{c}=D+\bar{k} e_{m+1}=\mathbb{D}_{\bar{k}} \text { and } \bar{D}_{k}=-D-k e_{m+1}=-\mathbb{I}_{k} . \tag{13}
\end{equation*}
$$

If $u$ is a $\mathcal{A}_{m+1}$-valued function defined in a region $\Omega$ of $\mathrm{R}^{m}$, set

$$
\mathbb{D}_{k} u:=\sum_{j=1}^{m} e_{j} \frac{\partial u}{\partial x_{j}}+k e_{m+1} u
$$

and

$$
u D_{k}:=\sum_{j=1}^{m} \frac{\partial u}{\partial x_{j}} e_{j}+k u e_{m+1} .
$$

Call $u$ left (right, two-sided) $k$-monogenic if $\mathbb{I}_{k} u\left(u \mathbb{D}_{k}\right.$, or both $\mathbb{I}_{k} u$ and $u \mathbb{D}_{k}$ ) $=0$ in $\Omega$. Note that each component of a $k$-monogenic function is annihilated by the Helmholtz operator $\triangle+k^{2}$. A function theory for the perturbed Dirac operator $I D_{k}$ which is relevant for us here has been worked out in [21] and [22].

The exterior derivative operator $d$ acts on a $\Lambda^{l}$-valued function $u$ by $d u:=\Pi_{l+1}(D u)$. It extends by linearity to arbitrary $\mathcal{A}_{m}$-valued functions. Its formal transpose, $\delta$, is given by $\delta u:=\Pi_{l-1}(D u)$ if $u$ is $\Lambda^{l}$-valued. Once again, $\delta$ extends by linearity to arbitrary $\mathcal{A}_{m}$-valued functions. Since $D=$ $d+\delta$, it follows that $d^{2}=0, \delta^{2}=0$ and $-(d \delta+\delta d)=\triangle$, as is well known. More detailed accounts on these matters can be found in [1], [7], [12], [18]. Further references can be found in [14].

## 3 A distinguished fundamental solution.

The aim is to construct a convenient, explicit fundamental solution for the Dirac operator $\mathbb{I}_{k}$. The departure point is deriving an explicit expression for a fundamental solution of the Helmholtz operator $\triangle+k^{2}$ in $\mathrm{R}^{m}$. If $k=i$, this can be taken to be minus the kernel of the Bessel potential $\mathcal{J}_{\alpha}=(-\triangle+I)^{-\alpha / 2}$ corresponding to $\alpha=2$. This kernel is known (cf. [27], p. 131) to have the form

$$
\begin{equation*}
\Phi(X)=-\frac{1}{(4 \pi)^{m / 2}} \int_{0}^{\infty} \exp \left(-t-\frac{|X|^{2}}{4 t}\right) \frac{d t}{t^{m / 2}} \tag{14}
\end{equation*}
$$

For general $k \in i \mathrm{R}_{+}$we simply re-scale the expression of $\Phi$ to obtain that

$$
\begin{equation*}
\Phi_{k}(X):=-\frac{1}{(4 \pi)^{m / 2}} \int_{0}^{\infty} \exp \left(k^{2} t-\frac{|X|^{2}}{4 t}\right) \frac{d t}{t^{m / 2}} \tag{15}
\end{equation*}
$$

is a fundamental solution for the operator $\triangle+k^{2}$ in $\mathrm{R}^{m}$. Clearly this also continues to hold true for all $k \in \mathrm{C}$ with $\operatorname{Im} k>|\operatorname{Re} k|$ and, in fact, the
above expression can be continued analytically to the open upper-half plane Im $k>0$ with the property that $\Phi_{k}(X)=\mathcal{O}(\exp \{-|X| \operatorname{Im} k\})$ as $|X| \rightarrow \infty$. For instance, when $\operatorname{Im} k>0$ and $m \geq 2$, one may take

$$
\Phi_{k}(X)=-\frac{1}{\omega_{m}} \frac{(-i k)^{m-2}}{(m-2)!} \int_{1}^{\infty} e^{i k|X| t}\left(t^{2}-1\right)^{\frac{m-3}{2}} d t, \quad X \in \mathrm{R}^{m} \backslash 0,
$$

where $\omega_{m}$ is the area of the unit sphere in $\mathrm{R}^{m}$. It is worth pointing out that the above definition can be further extended to $\{k \in \mathrm{C} \backslash 0 ; \operatorname{Im} k \geq 0\}$ by setting, for $X \in \mathrm{R}^{m} \backslash 0$,

$$
\Phi_{k}(X)=\left\{\begin{array}{l}
\left.\left(-\frac{1}{2 \pi r} \frac{\partial}{\partial r}\right)^{\frac{m-1}{2}}\left(\frac{1}{2 i k} e^{i k r}\right)\right|_{r=|X|}, \text { if } m \text { is odd }  \tag{16}\\
\left.\left(-\frac{1}{2 \pi r} \frac{\partial}{\partial r}\right)^{\frac{m-2}{2}}\left(-\frac{i}{4} H_{0}^{(1)}(k r)\right)\right|_{r=|X|}, \text { if } m \text { is even }
\end{array}\right.
$$

where $H_{0}^{(1)}$ is the usual zero-order Hankel function of the first kind. We shall continue to denote this extension by $\Phi_{k}$. For this and a more detailed discussion see the excellent treatment in [6], pp. 59-74.

It is now clear that

$$
\begin{equation*}
E_{k}:=-\mathbb{I}_{k} \Phi_{k}=-\Phi_{k} \mathbb{I}_{k}=-\sum_{j=1}^{m} \frac{\partial \Phi_{k}}{\partial x_{j}} e_{j}-k e_{m+1} \Phi_{k} \tag{17}
\end{equation*}
$$

is a (two-sided) fundamental solution for $\mathbb{D}_{k}$. When $k=0$ then $E_{k}$ reduces to the usual radial fundamental solution for the Laplace operator. If $\operatorname{Im} k>$ 0 then $E_{k}$ decays exponentially at infinity. Furthermore, if $F_{k}(X)$ is so that $E_{k}(X)=F_{k}(X) e^{i k|X|}$ then

$$
\begin{equation*}
F_{k}(X)=\mathcal{O}\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty . \tag{18}
\end{equation*}
$$

This follows from the definition of $\Phi_{k}$ plus a straightforward computation. In the case when $m$ is even, the classical asymptotic expansion (in the sense of Poincaré; cf., e.g., [26, (9.13.1), p.166])

$$
H_{0}^{(1)}(z) \sim\left(\frac{2}{\pi z}\right)^{1 / 2} e^{i z-i \pi / 4}\left\{1-i \frac{1}{1!2^{3} z}+i^{2} \frac{1 \cdot 9}{2!2^{6} z^{2}}-i^{3} \frac{1 \cdot 9 \cdot 25}{3!2^{9} z^{3}}+\ldots\right\}
$$

as $|z| \rightarrow \infty$, is also used.
A more delicate analysis is required when $k \in \mathrm{R} \backslash 0$ because in this case there are two canonical decaying fundamental solutions. Specifically, for $k \in \mathrm{R} \backslash 0$, we define

$$
\begin{equation*}
E_{k}^{ \pm}:=-\mathbb{I}_{k} \Phi_{ \pm k}=-\Phi_{ \pm k} \mathbb{I}_{k} . \tag{19}
\end{equation*}
$$

In passing let us note that $E_{k}^{+}=E_{k}$. Now, if the functions $F_{k}^{ \pm}$are so that $E_{k}^{ \pm}(X)=F_{k}^{ \pm}(X) e^{ \pm i k|X|}$ then, along similar lines as before,
where $c_{m, k} \in \mathrm{C} \backslash 0$, and

$$
\begin{equation*}
\nabla F_{k}^{ \pm}(X)=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty . \tag{21}
\end{equation*}
$$

In the physically relevant case when $m=3$ and $\operatorname{Im} k \geq 0$,

$$
\begin{equation*}
\Phi_{k}(X)=-\frac{1}{4 \pi|X|} e^{i k|X|} \tag{22}
\end{equation*}
$$

so that, for $k \in \mathrm{R} \backslash 0$,

$$
\begin{equation*}
E_{k}^{ \pm}(X)=-\frac{1}{4 \pi}\left(\frac{X}{|X|^{3}} \mp \frac{i k X}{|X|^{2}}-\frac{k e_{4}}{|X|}\right) e^{ \pm i k|X|} \tag{23}
\end{equation*}
$$

In particular, (20)-(21) are trivially checked.

## 4 Function theory for perturbed Dirac operators.

Let $\Omega$ be a bounded Lipschitz domain in $\mathrm{R}^{m}$ and let $n$ stand for the outward unit normal to $\Omega$. As in [18], [22], [7], we introduce the Hardy type space $\mathcal{H}_{\text {left }}^{2}(\Omega, k)$ of left $k$-monogenic functions in $\Omega$ by
$\mathcal{H}_{l e f t}^{2}(\Omega, k):=\left\{u: \Omega \rightarrow \mathcal{A}_{m+1} ; u\right.$ is left $k-$ monogenic in $\left.\Omega, u^{*} \in L^{2}(\partial \Omega)\right\}$.
Similarly, we define $\mathcal{H}_{\text {right }}^{2}(\Omega, k)$, the Hardy space of right $k$-monogenic functions in $\Omega$ by
$\mathcal{H}_{\text {right }}^{2}(\Omega, k):=\left\{v: \Omega \rightarrow \mathcal{A}_{m+1} ; v\right.$ is right $k$-monogenic in $\left.\Omega, v^{*} \in L^{2}(\partial \Omega)\right\}$.
We endow these spaces with the natural norms $\|u\|_{\mathcal{H}_{\text {left }}^{2}(\Omega, k)}:=\left\|u^{*}\right\|_{L^{2}(\partial \Omega)}$, and $\|v\|_{\mathcal{H}_{\text {right }}^{2}(\Omega, k)}:=\left\|v^{*}\right\|_{L^{2}(\partial \Omega)}$, respectively.

Equivalent norms are obtained by taking the $L^{2}$ norms of the boundary trace; see [12] and the theory of monogenic Hardy spaces developed in [18]. Also, note that $\mathcal{H}_{\text {left }}^{2}(\Omega, k) \cap \mathcal{H}_{\text {right }}^{2}(\Omega, k)$ consists precisely of two-sided $k$ monogenic functions in $\Omega$ which have a square-integrable non-tangential maximal function.

Proposition 4.1 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}, k \in C$, and assume that $u \in \mathcal{H}_{\text {right }}^{2}(\Omega, k), v \in \mathcal{H}_{\text {left }}^{2}(\Omega,-k)$. Then $u$ and $v$ have (nontangential) boundary limits at almost every point on $\partial \Omega$ and

$$
\begin{equation*}
\int_{\partial \Omega} u n v d \sigma=0 . \tag{24}
\end{equation*}
$$

Also, if $u \in \mathcal{H}_{\text {right }}^{2}(\Omega, k) \cap \mathcal{H}_{\text {left }}^{2}(\Omega, k)$ and $\theta \in C^{1}\left(R^{m}, \mathcal{A}_{m+1}\right)$, then

$$
\begin{equation*}
\int_{\partial \Omega} u n u^{c} \theta d \sigma=\iint_{\Omega} u\left([D, \theta] u^{c}-2(\operatorname{Re} k) e_{m+1} u^{c} \theta\right) \tag{25}
\end{equation*}
$$

where $[D, \theta]$ is the commutator between $D$, acting from the left, and multiplication by $\theta$ to the right.

Formula (24) can be considered as the Clifford analogue of the classical Cauchy's vanishing theorem in complex analysis. The second identity, (25), is a perturbation of this result. We state it here since we shall need it shortly. In both cases, the integrands must be interpreted in the sense of multiplication in the Clifford algebra.

## Proof.

The existence of the boundary trace for $u$ and $v$ is proved in the usual way. As for the vanishing formula, suppose first that $u$ and $v$ are smooth up to and including the boundary of $\Omega$. Consequently, Gauss's formula gives

$$
\begin{equation*}
\int_{\partial \Omega} u n v d \sigma=\iint_{\Omega}(u D) v+u(D v)=\iint_{\Omega}\left(u D_{k}\right) v+u\left(I D_{-k} v\right) . \tag{26}
\end{equation*}
$$

In this case, (24) follows based on the monogenicity assumptions. The general case is then seen from this and a standard limiting argument (see, e.g., [30] for details in similar circumstances).

The proof of (25) is once again based on (26). This time, however,

$$
\begin{align*}
\mathbb{D}_{-k}\left(u^{c} \theta\right) & =\left[\mathbb{D}_{-k}, \theta\right] u^{c}+\left(\mathbb{D}_{-k} u^{c}\right) \theta \\
& =[D, \theta] u^{c}-2(\operatorname{Re} k) e_{m+1} u^{c} \theta . \tag{27}
\end{align*}
$$

The proof is complete.
We shall also need the following Clifford algebra version of Cauchy's reproducing formula.

Proposition 4.2 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}$ and $k \in C$. Then every function $u \in \mathcal{H}_{\text {left }}^{2}(\Omega, k)$ has (nontangential) boundary limits at almost every point on $\partial \Omega$ and

$$
\begin{equation*}
u(X)=\int_{\partial \Omega} E_{k}(X-Y) n(Y) u(Y) d \sigma(Y), \quad X \in \Omega \tag{28}
\end{equation*}
$$

A similar statement is valid for functions in $\mathcal{H}_{\text {right }}^{2}(\Omega, k)$.
Proof.
In a smoother context, the proof goes along well known lines; cf., e.g., [1] for the case when $k=0$. Note, however, that we utilize here the fact that $E_{k}(X-Y) I D_{-k, Y}=-E_{k}(X-Y) I_{k, X}=0$ for $X \neq Y$. Then, as before, passing to domains with Lipschitz boundaries is done via a routine limiting argument.

In the second part of this section we shall discuss the exterior domain version of Proposition 4.2. The novelty is that $u$ should satisfy a (necessary) decay condition at infinity. In the case when $\operatorname{Im} k>0$, based on (18), it is not too difficult to see that

$$
\begin{equation*}
u(X) e^{-\operatorname{Im} k|X|}=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty, \tag{29}
\end{equation*}
$$

is a (necessary and) sufficient condition to prove the exterior domain version of (28). In turn, the latter implies that actually $u$ decays exponentially at infinity. Parenthetically, let us also note that, e.g., $u(X)=\mathcal{O}(1)$ at infinity always entails (29).

The behavior at infinity requires a more elaborate analysis when $k \in \mathrm{R} \backslash 0$ in which situation (29) is no longer the appropriate decay condition. In fact, the whole case when $k \in \mathrm{C} \backslash 0$ has $\operatorname{Im} k \geq 0$ can be covered by insisting that $u$ satisfies a decay condition of radiation type. Specifically, we shall ask that

$$
\begin{equation*}
\left(1-i e_{m+1} \hat{X}\right) u(X)=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty \tag{30}
\end{equation*}
$$

where we set $\hat{X}:=\frac{X}{|X|}, X \in \mathrm{R}^{m} \backslash 0$.
When $k \in \mathrm{R} \backslash 0$, the opposite choice of sign in (30) will also do. Thus, in this case, (30) may be replaced by

$$
\begin{equation*}
\left(1 \mp i e_{m+1} \hat{X}\right) u(X)=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty \tag{31}
\end{equation*}
$$

The source of (31) is the expression (20). As expected, for real non-zero $k$, the functions $E_{k}^{ \pm}$satisfy (31) because

$$
\begin{equation*}
\left(1 \mp i e_{m+1} \hat{X}\right)\left( \pm \hat{X}-i e_{m+1}\right)=0=\left(1 \pm i e_{m+1} \hat{X}\right)\left(1 \mp i e_{m+1} \hat{X}\right) . \tag{32}
\end{equation*}
$$

Since $1 \mp i e_{m+1} \hat{X}$ are, as (32) shows, zero-divisors, one cannot deduce a decay condition of the same order for $u$ itself based solely on (31) and algebraic manipulations. In fact, owing to the classical Rellich's lemma (cf. Appendix), any solution $u$ of the Helmholtz equation $\left(\Delta+k^{2}\right) u=0$ for non-zero real $k$ which satisfies $u(X)=o\left(|X|^{-\frac{m-1}{2}}\right)$ in a (connected) neighborhood of infinity in $\mathrm{R}^{m}$ must vanish identically. Hence, generally speaking, for (31) to hold when $k \in \mathrm{R} \backslash 0$, certain internal cancellations must occur when multiplying $u$ with $\left(1 \mp i e_{m+1} \hat{X}\right)$. Nonetheless, we do have the following.

Proposition 4.3 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}$ and let $k \in$ $C \backslash 0$ have $\operatorname{Im} k \geq 0$. Assume that $u \in C^{1}\left(R^{m} \backslash \bar{\Omega}, \mathcal{A}_{m+1}\right)$ has $u^{*} \in L^{2}(\partial \Omega)$ and satisfies (30) or, if $k$ is real, either condition in (31). Also, suppose that $\mathbb{D}_{k} u=0$ in $R^{m} \backslash \bar{\Omega}$. Then we have the integral representation formula

$$
\begin{equation*}
u(X)=\int_{\partial \Omega} E_{k}^{ \pm}(X-Y) n(Y) u(Y) d \sigma(Y), \quad X \in R^{m} \backslash \bar{\Omega}, \tag{33}
\end{equation*}
$$

where the choice of the sign depends on the form of the radiation condition.
In particular, the function $u$ decays exponentially if $\operatorname{Im} k>0$ while, for non-zero real $k$,

$$
\begin{equation*}
u(X)=\mathcal{O}\left(\frac{1}{|X|^{\frac{m-1}{2}}}\right), \text { as }|X| \rightarrow \infty . \tag{34}
\end{equation*}
$$

Similar results are valid for functions annihilated by the right-handed action of $I_{k}$ (with the radiation conditions appropriately adjusted; see below).

Proof.
First we shall prove a seemingly weaker decay condition for $u$, namely

$$
\begin{equation*}
\int_{|X|=R}|u|^{2} d \sigma=\mathcal{O}(1), \text { as } R \rightarrow \infty \tag{35}
\end{equation*}
$$

To this end, we note that

$$
\begin{aligned}
\left|\left(1 \mp i e_{m+1} \hat{X}\right) u\right|^{2} & =\operatorname{Re}\left[\left(1 \mp i e_{m+1} \hat{X}\right) u \bar{u}^{c}\left(1 \mp i e_{m+1} \hat{X}\right)\right]_{0} \\
& =\operatorname{Re}\left[\left(1 \mp i e_{m+1} \hat{X}\right)^{2} u \bar{u}^{c}\right]_{0} \\
& =\operatorname{Re}\left[\left(2 \mp 2 i e_{m+1} \hat{X}\right) u \bar{u}^{c}\right]_{0} \\
& =2|u|^{2} \mp 2 \operatorname{Im}\left(\bar{u}^{c} \hat{X} e_{m+1} u\right)_{0}
\end{aligned}
$$

Hence,

$$
\begin{align*}
\int_{|X|=R}\left|\left(1 \mp i e_{m+1} \hat{X}\right) u\right|^{2} d \sigma= & 2 \int_{|X|=R}|u|^{2} d \sigma \\
& \mp 2 \operatorname{Im}\left(\int_{|X|=R} \bar{u}^{c} \hat{X} e_{m+1} u d \sigma\right)_{0} . \tag{36}
\end{align*}
$$

We use Gauss's formula (26) to further transform the last integral above. To this effect, for $0<R_{0}<R<\infty$ with $R_{0}$ sufficiently large and fixed, we write

$$
\begin{align*}
\int_{|X|=R} \bar{u}^{c} \hat{X} e_{m+1} u d \sigma= & \iint_{R_{0}<|X|<R}\left[\left(\bar{u}^{c} \mathbb{D}_{k}\right)\left(e_{m+1} u\right)+\bar{u}^{c} \mathbb{D}_{-k}\left(e_{m+1} u\right)\right] \\
& +\int_{|X|=R_{0}} \bar{u}^{c} \hat{X} e_{m+1} u d \sigma . \tag{37}
\end{align*}
$$

Next, observe that $\mathbb{D}_{-k}\left(e_{m+1} u\right)=-e_{m+1} \mathbb{D}_{k} u=0$ and that $\mathbb{D}_{k}=-\bar{D}_{k}{ }^{c}+$ $2 i(\operatorname{Im} k) e_{m+1}$. The latter identity implies $\left(\bar{u}^{c} D_{k}\right)\left(e_{m+1} u\right)=-2 i(\operatorname{Im} k) \bar{u}^{c} u$ so that the solid integral in (37) becomes $-2 i(\operatorname{Im} k) \iint_{R_{0}<|X|<R} \bar{u}^{c} u$. Utilizing this back in (36) and invoking the radiation condition gives

$$
\begin{align*}
\limsup _{|R| \rightarrow \infty} \int_{|X|=R}|u|^{2} d \sigma= & \pm \operatorname{Im}\left(\int_{|X|=R_{0}} \bar{u}^{c} \hat{X} e_{m+1} u d \sigma\right)_{0} \\
& \mp 2(\operatorname{Im} k) \iint_{|X|>R_{0}}|u|^{2} . \tag{38}
\end{align*}
$$

The last term above is zero when $k \in \mathrm{R}$ and negative when $\operatorname{Im} k>0$. Thus, in any event, (35) is proved.

With (35) at hand, it is an easy matter to tackle (33). Specifically, working on the bounded Lipschitz domain $\left\{X \in \mathrm{R}^{m} \backslash \bar{\Omega} ;|X|<R\right\}$ and invoking Proposition 4.2, matters are readily reduced to showing that

$$
\begin{align*}
\int_{|Y|=R}\left|E_{k}^{ \pm}(X-Y) \hat{Y} u(Y)\right| d \sigma & =\int_{|Y|=R}\left|F_{k}^{ \pm}(X-Y) e^{ \pm i k|X-Y|} \hat{Y} u(Y)\right| d \sigma \\
(39) & =o(1), \text { as } R \rightarrow \infty, \tag{39}
\end{align*}
$$

uniformly for $X$ in compact subsets of $\mathrm{R}^{m}$. To this end, when $\operatorname{Im} k>0$, this follows trivially (for the "plus" choice of the sign) from (29), (35) and Schwarz's inequality. On the other hand, when $k \in \mathrm{R} \backslash 0$, (39) becomes, thanks to (35) and (20)-(21), a simple exercise which we omit.

Finally, the decay of $u$ at infinity is easily established from (33) and the decay of $E_{k}^{ \pm}$.
Let us remark that, as inspection of the above proof shows, (31) can be weakened to

$$
\int_{|X|=R}\left|\left(1 \mp i e_{m+1} \hat{X}\right) u\right|^{2} d \sigma=o(1), \quad \text { as } R \rightarrow \infty .
$$

In passing, let us also point out that any Clifford-Cauchy type integral of the form $\int_{\partial \Omega} E_{k}^{ \pm}(X-Y) f(Y) d \sigma(Y)$, corresponding to an absolutely integrable $\mathcal{A}_{m+1}$-valued function $f$ on $\partial \Omega$, radiates at infinity. This follows from (20)(21) and elementary estimates.

In the light of the above results, it seems natural to consider the exterior Hardy space

$$
\begin{aligned}
\mathcal{H}_{l e f t}^{2}\left(\mathrm{R}^{m} \backslash \bar{\Omega}, k\right):= & \left\{u: \mathrm{R}^{m} \backslash \bar{\Omega} \rightarrow \mathcal{A}_{m+1} ; \mathbb{D}_{k} u=0 \text { in } \mathrm{R}^{m} \backslash \bar{\Omega},\right. \\
& \left.u^{*} \in L^{2}(\partial \Omega) \text { and } u \text { satisfies }(30)\right\}
\end{aligned}
$$

for any $k \in \mathrm{C} \backslash 0$ with $\operatorname{Im} k \geq 0$. As alluded to before, when $\operatorname{Im} k>0$, replacing (30) by (29) or, say, $u=\mathcal{O}(1)$ at infinity, yields the same space. However, if $k \in \mathrm{R} \backslash 0$, then there are two disjoint types of exterior Hardy spaces. Concretely, we set

$$
\begin{aligned}
\mathcal{H}_{l e f t}^{2, \pm}\left(\mathrm{R}^{m} \backslash \bar{\Omega}, k\right):= & \left\{u: \mathrm{R}^{m} \backslash \bar{\Omega} \rightarrow \mathcal{A}_{m+1} ; \mathbb{I}_{k} u=0 \text { in } \mathrm{R}^{m} \backslash \bar{\Omega},\right. \\
& \left.u^{*} \in L^{2}(\partial \Omega) \text { and } u \text { satisfies }(31)\right\} .
\end{aligned}
$$

In this setting, Proposition 4.3 becomes the natural exterior domain analogue of Proposition 4.2. Of course, similar considerations apply to the space $\mathcal{H}_{\text {right }}^{2, \pm}\left(\mathrm{R}^{m} \backslash \bar{\Omega}, k\right), k \in \mathrm{R} \backslash 0$, provided (31) is replaced by

$$
\begin{equation*}
u(X)\left(1 \pm i e_{m+1} \hat{X}\right)=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty \tag{40}
\end{equation*}
$$

We conclude this section by discussing the exterior domain version of Cauchy's vanishing formula (24). Concretely, we have the following.

Proposition 4.4 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}$ and $k \in R \backslash 0$. Then, for any $u \in \mathcal{H}_{\text {right }}^{2,+}\left(R^{m} \backslash \bar{\Omega},-k\right), v \in \mathcal{H}_{\text {left }}^{2,-}\left(R^{m} \backslash \bar{\Omega}, k\right)$ there holds

$$
\begin{equation*}
\int_{\partial \Omega} u n v d \sigma=0 \tag{41}
\end{equation*}
$$

A similar conclusion is valid for any function $u \in \mathcal{H}_{\text {right }}^{2,-}\left(R^{m} \backslash \bar{\Omega},-k\right)$, $v \in \mathcal{H}_{l e f t}^{2,+}\left(R^{m} \backslash \bar{\Omega}, k\right)$.

## Proof.

Making use of the Proposition 4.1 in the context of the bounded Lipschitz domain $\left\{X \in \mathrm{R}^{m} ;|X| \leq R, X \notin \bar{\Omega}\right\}$ gives

$$
\begin{gathered}
\int_{\partial \Omega} u(X) n(X) v(X) d \sigma=\int_{|X|=R} u(X) \hat{X} v(X) d \sigma \\
(42)=\frac{1}{2} \int_{|X|=R}\left[u(X)\left(\hat{X} \pm i e_{m+1}\right) v(X)+u(X)\left(\hat{X} \mp i e_{m+1}\right) v(X)\right] d \sigma
\end{gathered}
$$

Next, from the radiation conditions (31), (40) and the decay conditions $u(X)=\mathcal{O}\left(|X|^{-(m-1) / 2}\right), v(X)=\mathcal{O}\left(|X|^{-(m-1) / 2}\right)$ at infinity we obtain

$$
u(X)\left[\left(\hat{X} \mp i e_{m+1}\right) v(X)\right]=o\left(|X|^{-(m-1)}\right), \text { as }|X| \rightarrow \infty
$$

and

$$
\left[u(X)\left(\hat{X} \pm i e_{m+1}\right)\right] v(X)=o\left(|X|^{-(m-1)}\right), \text { as }|X| \rightarrow \infty
$$

These, in turn, prove that the last integral in (42) is $o(1)$ as $R \rightarrow \infty$. The desired conclusion now follows easily.
Remark. The definition of the spaces $\mathcal{H}_{l e f t}^{2, \pm}\left(\mathrm{R}^{m} \backslash \bar{\Omega}, k\right)$ can be naturally extended for $\pm \operatorname{Im} k \geq 0$, whereas that of $\mathcal{H}_{\text {right }}^{2, \pm}\left(\mathrm{R}^{m} \backslash \bar{\Omega}, k\right)$ extends for $\pm \operatorname{Im} k \leq 0$. In particular, Proposition 4.4 continues to hold true for all $\operatorname{Im} k \geq 0$.

## 5 Rellich type identities for Clifford $k$-monogenic functions.

In this section we present several Rellich-type identities which, in turn, will be used later to prove boundary $L^{2}$-energy estimates. The starting point is the following theorem.

Theorem 5.1 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}, k \in C$ and $u \in \mathcal{H}_{\text {left }}^{2}(\Omega, k) \cap \mathcal{H}_{\text {right }}^{2}(\Omega, k)$. Then, for any $C^{1}$-vector field $\theta$ with real components, also identified with a $\mathcal{A}_{m}$-valued function, we have the identities:

$$
\begin{align*}
\frac{1}{2} \int_{\partial \Omega}|u|^{2}\langle n, \theta\rangle d \sigma= & \pm \operatorname{Re}\left(\int_{\partial \Omega} \theta u(n u)_{ \pm}^{c} d \sigma\right)_{0} \\
& \mp \operatorname{Re}\left(\iint_{\Omega} \frac{1}{2} u\left([D, \theta] u^{c}\right)-(\operatorname{Re} k) u e_{m+1} u^{c} \theta\right)_{0} . \tag{43}
\end{align*}
$$

Furthermore, the surface integral in the right side of (43) can be replaced by $\operatorname{Re}\left(\int_{\partial \Omega}(u n)_{ \pm}^{c} u \theta d \sigma\right)_{0}=\operatorname{Re}\left(\int_{\partial \Omega}(\theta u)_{ \pm}^{c} \bar{n} \bar{u} d \sigma\right)_{0}=\operatorname{Re}\left(\int_{\partial \Omega} \bar{u} \bar{n}(u \theta)_{ \pm}^{c} d \sigma\right)_{0}$.

Proof.
We write $\langle n, \theta\rangle=\frac{1}{2}(\bar{n} \theta+\theta \bar{n})$ and $|u|^{2}=\left(u \bar{u}^{c}\right)_{0}$ so that

$$
\begin{aligned}
|u|^{2}\langle n, \theta\rangle & =\frac{1}{2}\left(u \bar{u}^{c} \bar{n} \theta\right)_{0}+\frac{1}{2}\left(u \bar{u}^{c} \theta \bar{n}\right)_{0} \\
& =\frac{1}{2}\left(u \bar{u}^{c} \bar{n} \theta\right)_{0}+\frac{1}{2}\left(\bar{n} \theta u^{c} \bar{u}\right)_{0} \\
& =\frac{1}{2}\left(u \bar{u}^{c} \bar{n} \theta\right)_{0}+\frac{1}{2}\left(u^{c} \bar{u} \bar{n} \theta\right)_{0} \\
& =\operatorname{Re}\left(u \bar{u}^{c} \bar{n} \theta\right)_{0} .
\end{aligned}
$$

At this point, using the perturbed Cauchy vanishing formula (25) we may continue with

$$
\begin{gathered}
\int_{\partial \Omega}|u|^{2}\langle n, \theta\rangle d \sigma=\operatorname{Re}\left(\int_{\partial \Omega} u \bar{u}^{c} \bar{n} \theta d \sigma\right)_{0}=\operatorname{Re}\left(\int_{\partial \Omega} u\left( \pm n u^{c}+\bar{u}^{c} \bar{n}\right) \theta d \sigma\right)_{0} \\
\mp \operatorname{Re}\left(\iint_{\Omega} u\left([D, \theta] u^{c}\right)-2(\operatorname{Re} k) u e_{m+1} u^{c} \theta\right)_{0}
\end{gathered}
$$

Now, since

$$
\begin{aligned}
\operatorname{Re}\left(\int_{\partial \Omega} u\left( \pm n u^{c}+\bar{u}^{c} \bar{n}\right) \theta d \sigma\right)_{0} & = \pm 2 \operatorname{Re}\left(\int_{\partial \Omega} u(n u)_{ \pm}^{c} \theta d \sigma\right)_{0} \\
& = \pm 2 \operatorname{Re}\left(\int_{\partial \Omega} \theta u(n u)_{ \pm}^{c} d \sigma\right)_{0}
\end{aligned}
$$

the identity (43) follows.
The proof of the claim in the second part of the theorem is based on purely algebraic manipulations (as discussed in $\S 2$ ) and is left as an exercise to the reader.

The previous theorem has several important consequences. To be able to state them, we shall write $A \approx B \bmod C$ if there exists a positive constant $M$, independent of the relevant parameters, so that $A \leq M(B+C)$ and $B \leq M(A+C)$.

Corollary 5.2 Assume that $\Omega$ is a bounded Lipschitz domain in $R^{m}, k \in C$, and $u \in \mathcal{H}_{\text {left }}^{2}(\Omega, k) \cap \mathcal{H}_{\text {right }}^{2}(\Omega, k)$. Then, for any real $C^{1}$-vector field $\theta$ which is transversal to $\partial \Omega$, we have

$$
\begin{aligned}
\|u\|_{L^{2}(\partial \Omega)} & \approx\left\|(n u)_{ \pm}\right\|_{L^{2}(\partial \Omega)} \approx\left\|(u n)_{ \pm}\right\|_{L^{2}(\partial \Omega)} \\
& \approx\left\|(u \theta)_{ \pm}\right\|_{L^{2}(\partial \Omega)} \approx\left\|(\theta u)_{ \pm}\right\|_{L^{2}(\partial \Omega)} \quad \text { modulo }\|u\|_{L^{2}(\Omega)} .
\end{aligned}
$$

In particular, if $u$ is $\Lambda^{l+1}$-valued for some $0 \leq l \leq m$, then

$$
\begin{aligned}
\|n \wedge u\|_{L^{2}(\partial \Omega)} & \approx\|n \vee u\|_{L^{2}(\partial \Omega)} \approx\|\theta \wedge u\|_{L^{2}(\partial \Omega)} \\
& \approx\|\theta \vee u\|_{L^{2}(\partial \Omega)} \approx\|u\|_{L^{2}(\partial \Omega)} \quad \text { modulo }\|u\|_{L^{2}(\Omega)} .
\end{aligned}
$$

An analogous statement is valid in the case when $\Omega$ is replaced by the complement of a bounded Lipschitz domain. More specifically, in this case, we take $\theta$ to be compactly supported and the corresponding equivalences are valid modulo $\|u\|_{L^{2}(\Omega \cap \operatorname{supp} \theta)}$.

## Proof.

The first set of equivalences is a simple consequence of the previous theorem and the Cauchy-Schwarz inequality since, by assumption, $\langle n, \theta\rangle \geq c>0$ a.e. on $\partial \Omega$. The fact that $[D, \theta]$ is a zero-order operator is also used here.

The second set of equivalences follows from the first one and the identities

$$
(n u)_{+}=\left\{\begin{array}{l}
n \wedge u, \text { if } \frac{l(l+1)}{2} \text { is odd, }  \tag{44}\\
-n \vee u, \text { if } \frac{l(l+1)}{2} \text { is even, }
\end{array}\right.
$$

$$
(n u)_{-}=\left\{\begin{array}{l}
n \wedge u, \text { if } \frac{l(l+1)}{2} \text { is even },  \tag{45}\\
-n \vee u, \text { if } \frac{l(l+1)}{2} \text { is odd. }
\end{array}\right.
$$

To see this, let us show, for instance, that if $\frac{l(l+1)}{2}$ is odd then $(n u)_{+}=n \wedge u$. To this effect, recall that

$$
(n u)_{+}=\frac{1}{2}(n u+\overline{n u})=\frac{1}{2}(n u+\bar{u} \bar{n}) .
$$

Now, since $u \in \Lambda^{l+1}, n \in \Lambda^{1}$, we have that $\bar{u}=(-1)^{\frac{(l+1)(l+2)}{2}} u$ and $\bar{n}=-n$. Also, $n u=n \wedge u-n \vee u$ and $u n=(-1)^{(l+1)}[n \wedge u+n \vee u]$, by (10) and (11). From this and the fact that $\frac{1}{2}(l+1)(l+2)+(l+1)+1$ has the same parity as $\frac{1}{2} l(l+1)+1(\bmod 2)$ the conclusion easily follows.

The case when $\Omega$ is replaced by the complement of a bounded Lipschitz domain is virtually identical. Note that, in this case, only the restriction of $u$ to $\operatorname{supp} \theta$ plays a role and, hence, the behavior of $u$ at infinity is not an issue.

The interested reader may also consult the Rellich type estimates from [15].

## 6 A priori estimates and integral representation formulas for solutions of Maxwell's equations.

Here we indicate how our results from $\S 3$ can be utilized in connection with Maxwell's equations in Lipschitz domains. Our main interest is to derive a priori boundary estimates as well as integral representation formulae.

First, we derive an integral representation formula.
Lemma 6.1 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}$ and consider $k \in$ C. Then for any $u \in \mathcal{H}_{l e f t}^{2}(\Omega, k)$ we have

$$
\begin{aligned}
u(X)= & \int_{\partial \Omega} E_{k}(X-Y)(n \wedge u)(Y) d \sigma(Y) \\
& -\int_{\partial \Omega} E_{k}(X-Y)(n \vee u)(Y) d \sigma(Y), \quad X \in \Omega .
\end{aligned}
$$

A similar statement is valid for functions in $\mathcal{H}_{\text {left } t}^{2}\left(R^{m} \backslash \bar{\Omega}, k\right)$ provided $k \in$ $C \backslash 0$ has $\operatorname{Im} k \geq 0$ and functions in $\mathcal{H}_{\text {left }}^{2, \pm}\left(R^{m} \backslash \bar{\Omega}, k\right)$ if $k \in R \backslash 0$.

Moreover, an analogous result holds for functions annihilated by the right handed version of $\mathbb{I D}_{k}$.

## Proof.

This follows from the Cauchy-Clifford reproducing formulas (28), (33) and the fact that $n u=n \wedge u-n \vee u$.

In order to proceed, we make the following key observation. Let $E, H$ be two smooth differential forms of degrees $l$ and $l+1$, respectively, $0 \leq l \leq m$, defined in some open subset of $\mathrm{R}^{m}$. To these, we associate an $\mathcal{A}_{m+1}$-valued function $u$ by setting

$$
\begin{equation*}
u:=H-i e_{m+1} E=H+i(-1)^{l+1} E e_{m+1} . \tag{46}
\end{equation*}
$$

For instance, if $m=3$ and $l=1$, the above reduces to $u=H+i E e_{4}$.
Proposition 6.1 With the above notation, $u$ is (left or right) $k$-monogenic if and only if $E, H$ satisfy the Maxwell system

$$
\left(\mathcal{M}_{m}\right)\left\{\begin{array}{l}
d E-i k H=0 \\
\delta E=0 \\
\delta H+i k E=0 \\
d H=0
\end{array}\right.
$$

Moreover, $u$ satisfies the radiation condition (30) if and only if $E, H$ satisfy the Silver-Müller type radiation conditions

$$
\left\{\begin{array}{l}
\hat{X} \wedge E-H=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty  \tag{47}\\
\hat{X} \vee H-E=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty
\end{array}\right.
$$

Proof.
A straightforward calculation shows that

$$
\mathbb{I}_{k} u=i(-1)^{l+1}(d E+\delta E-i k H) e_{m+1}+(d H+\delta H+i k E) .
$$

The claim in the first part of the proposition follows from this based on simple degree considerations.

Similarly, $\left(1-i e_{m+1} \hat{X}\right) u=(H-\hat{X} E)-i e_{m+1}(\hat{X} H-E)$ so that the claim in the second part of the proposition is seen from (30) and (10).
Remark. The radiation conditions (31) for $u$ translate into the SilverMiiller type radiation conditions for $E, H$

$$
\left\{\begin{array}{l}
\hat{X} \wedge E \mp H=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty  \tag{48}\\
\hat{X} \vee H \mp E=o\left(|X|^{-\frac{m-1}{2}}\right), \text { as }|X| \rightarrow \infty
\end{array}\right.
$$

Remark. If $k$ is nonzero then, because $d^{2}=0$ and $\delta^{2}=0$, the equations $\delta E=0, d H=0$ become superfluous. Nonetheless, as for $k=0$ Maxwell's equations decouple (i.e. $E$ and $H$ become unrelated), it is precisely this case for which these two equations are relevant. Also, when $m=3, l=1$ (and $k \neq 0)$, the formulae ( $\mathcal{M}_{m}$ ) reduce to the more familiar system of equations

$$
\left(\mathcal{M}_{3}\right)\left\{\begin{array}{r}
\nabla \times E-i k H=0, \\
\nabla \times H+i k E=0,
\end{array}\right.
$$

while (47) becomes the classical Silver-Müller radiation condition for vector fields; see, e.g., [20] and the references therein.

We are now ready to present the estimates and the integral representation formulas alluded to earlier. They have been first proved in [10] with a different approach (a real variable argument).

Theorem 6.2 Let $\Omega$ be a bounded Lipschitz domain in $R^{m}$ and assume that $k \in C \backslash 0$. Also, suppose that the forms $E \in C^{\infty}\left(\Omega, \Lambda^{l}\right), H \in C^{\infty}\left(\Omega, \Lambda^{l+1}\right)$ solve the Maxwell system $\left(\mathcal{M}_{m}\right)$ and have $E^{*}, H^{*} \in L^{2}(\partial \Omega)$. Then, for any real $C^{1}$-vector field $\theta$ which is transversal to $\partial \Omega$ we have

$$
\begin{aligned}
\|E\|_{L^{2}(\partial \Omega)}+\|H\|_{L^{2}(\partial \Omega)} \approx & \|n \wedge E\|_{L^{2}(\partial \Omega)}+\|n \wedge H\|_{L^{2}(\partial \Omega)} \\
& \approx\|n \vee E\|_{L^{2}(\partial \Omega)}+\|n \vee H\|_{L^{2}(\partial \Omega)} \\
& \approx\|\theta \wedge E\|_{L^{2}(\partial \Omega)}+\|\theta \wedge H\|_{L^{2}(\partial \Omega)} \\
& \approx\|\theta \vee E\|_{L^{2}(\partial \Omega)}+\|\theta \vee H\|_{L^{2}(\partial \Omega)} \\
& \quad \operatorname{modulo}\|E\|_{L^{2}(\Omega)}+\|H\|_{L^{2}(\Omega)} .
\end{aligned}
$$

Furthermore, for $X \in \Omega$,

$$
\begin{align*}
E(X)= & -d\left(\int_{\partial \Omega} \Phi_{k}(X-Y)(n \vee E)(Y) d \sigma(Y)\right) \\
& +\delta\left(\int_{\partial \Omega} \Phi_{k}(X-Y)(n \wedge E)(Y) d \sigma(Y)\right) \\
& -i k \int_{\partial \Omega} \Phi_{k}(X-Y)(n \vee H)(Y) d \sigma(Y), \tag{49}
\end{align*}
$$

and

$$
H(X)=-i k \int_{\partial \Omega} \Phi_{k}(X-Y)(n \wedge E)(Y) d \sigma(Y)
$$

$$
\begin{align*}
& +\delta\left(\int_{\partial \Omega} \Phi_{k}(X-Y)(n \wedge H)(Y) d \sigma(Y)\right) \\
& -d\left(\int_{\partial \Omega} \Phi_{k}(X-Y)(n \vee H)(Y) d \sigma(Y)\right) . \tag{50}
\end{align*}
$$

Finally, a similar set of conclusions is valid with $\Omega$ replaced by the complement of a bounded Lipschitz domain. In this latter case, as far as (49)(50) are concerned, we assume that $\operatorname{Im} k \geq 0$ and, in addition, that $E, H$ satisfy the (generalized) Silver-Müller radiation condition (47).

Proof.
If we set $u:=H+i(-1)^{l+1} E e_{m+1}$, then everything follows by straightforward calculations from Proposition 6.1, Corollary 5.2, and Lemma 6.1.

Let us now pause and explain how these estimates relate to, for instance, the study of boundary value problems for the Maxwell system in $R^{3}$, the Laplace operator and the Helmholtz operator. First, if $\Omega$ is a Lipschitz domain in $\mathrm{R}^{3}$ and ( $E, H$ ) solve the Maxwell system $\left(\mathcal{M}_{3}\right)$ in $\Omega$, then the above theorem yields

$$
\|n \times E\|_{L^{2}(\partial \Omega)}+\|\langle n, H\rangle\|_{L^{2}(\partial \Omega)} \approx \quad\|n \times H\|_{L^{2}(\partial \Omega)}+\|\langle n, E\rangle\|_{L^{2}(\partial \Omega)} \quad \begin{aligned}
& \operatorname{modulo}\|E\|_{L^{2}(\Omega)}+\|H\|_{L^{2}(\Omega)} .
\end{aligned}
$$

This has been first proved by real variable methods in [20] and the importance of this estimate is discussed there in detail.

Furthermore, taking this time $k:=0, E:=0$ and $H:=d u$, where $u$ is a function harmonic in the Lipschitz domain $\Omega \subseteq \mathrm{R}^{m}$, we obtain

$$
\left\|\nabla_{\tan } u\right\|_{L^{2}(\partial \Omega)} \approx\left\|\frac{\partial u}{\partial n}\right\|_{L^{2}(\partial \Omega)} \quad \text { modulo }\|\nabla u\|_{L^{2}(\Omega)}
$$

See, e.g., [30], [11] for the relevance of this estimate in connection with boundary value problems for the Laplacian.

Finally, if the complex-valued function $U$ satisfies $\left(\triangle+k^{2}\right) U=0$ in $\Omega \subseteq \mathrm{R}^{m}$, then for any transversal vector $\theta \in \mathrm{R}^{m}$ to $\partial \Omega$ one has

$$
\begin{aligned}
\|U\|_{L^{2}(\partial \Omega)}+\|\nabla U\|_{L^{2}(\partial \Omega)} \approx & \left\|\frac{\partial U}{\partial n}\right\|_{L^{2}(\partial \Omega)} \approx\left\|\frac{\partial U}{\partial \theta}\right\|_{L^{2}(\partial \Omega)} \\
\approx & \left\|\nabla_{\tan } U\right\|_{L^{2}(\partial \Omega)}+\|U\|_{L^{2}(\partial \Omega)} \\
& \text { modulo }\|\nabla U\|_{L^{2}(\Omega)},
\end{aligned}
$$

where $\nabla_{\tan }$ stands for the tangential gradient on $\partial \Omega$. This is immediately seen by applying the second part of Corollary 5.2 to the two-sided $k$-monogenic function $u:=I_{k} U$ in $\Omega$. In fact, one can easily check that $u$ satisfies (30) if and only if $U$ satisfies the higher dimensional analogue of the classical Sommerfeld radiation condition, i.e.

$$
\langle\nabla U(X), \hat{X}\rangle-i k U(X)=o\left(|X|^{-\frac{m-1}{2}}\right), \quad \text { as }|X| \rightarrow \infty
$$

We omit the straightforward details. See also [22], [29] for a fuller treatment of the Helmholtz equation.

## 7 More general wave numbers.

Consider first the propagation of an electromagnetic wave in an isotropic, inhomogeneous medium. In this case, the Maxwell system reads

$$
\left\{\begin{array}{l}
d E-i k_{1} H=0  \tag{51}\\
\delta H+i k_{2} E=0
\end{array}\right.
$$

where $k_{1}, k_{2} \in C^{2}\left(\mathrm{R}^{m}, \mathrm{C}\right)$ are variable parameters. As before, $E, H$ are smooth differential forms of degree $l$ and $l+1$, respectively.

The general idea is that much of our previous analysis carries over to this context even though the various identities and estimates are going to be valid only modulo certain residual terms. Our aim is to prove the following.

Theorem 7.1 Let $\Omega \subset R^{m}$ be an arbitrary, bounded Lipschitz domain and let $k_{1}, k_{2} \in C^{1}\left(R^{m}\right)$ be complex-valued, non-vanishing functions. Then the map assigning $(n \wedge E, n \wedge H) \in L^{2}(\partial \Omega) \oplus L^{2}(\partial \Omega)$ to each pair $(E, H)$ which solves (51) in $\Omega$ and also has $E^{*}, H^{*} \in L^{2}(\partial \Omega)$, has a closed range and a finite dimensional kernel. In particular, it is semi-Fredholm between appropriate spaces.

## Proof.

The idea is to show that the mapping in the statement of the theorem is bounded from below modulo compact operators. To this end, assume for a moment that the estimate

$$
\begin{align*}
\left\|E^{*}\right\|_{L^{2}(\partial \Omega)}+\left\|H^{*}\right\|_{L^{2}(\partial \Omega)} \leq & C\|n \wedge E\|_{L^{2}(\partial \Omega)}+C\|n \wedge H\|_{L^{2}(\partial \Omega)} \\
& +C\|E\|_{L^{2}(\Omega)}+C\|H\|_{L^{2}(\Omega)} \tag{52}
\end{align*}
$$

holds uniformly in $(E, H)$ as in the statement of the theorem. Then, since $E$ and $H$ (separately) satisfy a strongly elliptic, second order, variable coefficient PDE with a formally self-adjoint principal part, it follows (cf. the results in $\S 3$ of [17]) that

$$
\begin{equation*}
\|E\|_{W^{1 / 2,2}(\Omega)}+\|H\|_{W^{1 / 2,2}(\Omega)} \leq C\left\|E^{*}\right\|_{L^{2}(\partial \Omega)}+C\left\|H^{*}\right\|_{L^{2}(\partial \Omega)} \tag{53}
\end{equation*}
$$

Now, the desired conclusion follows from the compactness of the embedding $W^{1 / 2,2}(\Omega) \hookrightarrow L^{2}(\Omega)$. Therefore, it remains to prove the a priori estimate (52).

To this effect, fix $(E, H)$ as before and once again consider the homogeneous form $u:=H-i e_{m+1} E$. Since, this time,

$$
\begin{equation*}
d H=-\frac{d k_{1}}{k_{1}} \wedge H \text { and } \delta E=-\frac{d k_{2}}{k_{2}} \vee E \text { in } \Omega \tag{54}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\left|I_{k_{j}} u\right|+\left|u I_{k_{j}}\right| \leq C|u| \text { pointwise in } \Omega, \quad j=1,2 \tag{55}
\end{equation*}
$$

In particular, a natural adaptation of the Cauchy reproducing formula from $\oint 4$ yields in this case

$$
\begin{equation*}
\left\|u^{*}\right\|_{L^{2}(\partial \Omega)} \leq C\|u\|_{L^{2}(\partial \Omega)}+C\|u\|_{L^{2}(\Omega)} \tag{56}
\end{equation*}
$$

Next, we turn attention to the Rellich type identities of $\S 5$. The first observation is that, as is well known, it is possible to choose a compactly supported, $C^{1}$-variable vector field $\theta$ with real components in $\mathrm{R}^{m}$ and so that $\langle n, \theta\rangle \geq c>0$ almost everywhere on $\partial \Omega$. Using this, invoking (55) and paralleling the proofs of Theorem 5.1 and Corollary 5.2, we arrive at

$$
\begin{equation*}
\|u\|_{L^{2}(\partial \Omega)}^{2} \leq C\|u\|_{L^{2}(\partial \Omega)}\|n \wedge u\|_{L^{2}(\partial \Omega)}+C\|u\|_{L^{2}(\Omega)}^{2} \tag{57}
\end{equation*}
$$

Using the usual trick to the effect that $a b \leq \varepsilon a^{2}+(4 \varepsilon)^{-1} b^{2}$ for any $\varepsilon>0$, we finally get

$$
\begin{equation*}
\|u\|_{L^{2}(\partial \Omega)} \leq C\|n \wedge u\|_{L^{2}(\partial \Omega)}+C\|u\|_{L^{2}(\Omega)} \tag{58}
\end{equation*}
$$

Now, the estimate (52) follows by combining (56) and (58). This completes the proof of the theorem.

Our next result deals with the case when (51) is equipped with a pair of boundary conditions involving an arbitrary (Lipschitz) transversal field in place of the exterior unit normal.

## Theorem 7.2 Let $\Omega$ and $k_{1}, k_{2}$ be as before and assume that $\theta$ is a Lipschitz

 vector field in $R^{m}$ which is transversal to $\partial \Omega$. Then the operator assigning $(\theta \wedge E, \theta \wedge H) \in L^{2}(\partial \Omega) \oplus L^{2}(\partial \Omega)$ to each pair $(E, H)$ which solves (51) in $\Omega$ and also satisfies $E^{*}, H^{*} \in L^{2}(\partial \Omega)$, has a closed range and a finite dimensional kernel. In particular, this operator is also semi-Fredholm.
## Proof.

Essentially the same pattern of reasoning as in the previous theorem applies. One notable exception is that the role of (58) is now played by

$$
\begin{equation*}
\|u\|_{L^{2}(\partial \Omega)} \leq C\|\theta \wedge u\|_{L^{2}(\partial \Omega)}+C\|u\|_{L^{2}(\Omega)} \tag{59}
\end{equation*}
$$

which, in turn, follows by paralleling the corresponding argument in Corollary 5.2.

Finally, let us point out that analogous results are valid in the case of anisotropic, inhomogeneous media, in which case $k_{1}, k_{2}$ in (51) are matrixvalued functions. For example, when $m=3$, the problem becomes

$$
\left\{\begin{array}{l}
\operatorname{curl} E-i \omega \mu H=0 \text { in } \Omega, \\
\operatorname{curl} H+i \omega \epsilon E=0 \text { in } \Omega,
\end{array}\right.
$$

where $\omega \in \mathrm{C}$ plays the role of the frequency, while $\mu=\left(\mu_{i j}\right), \epsilon=\left(\epsilon_{i j}\right)$ are complex invertible matrices corresponding to the permeability and the dielectricity of the medium, respectively. We leave the details of this matter to the motivated reader.

## 8 Appendix.

Here, for the convenience of the reader, we recall a short proof of the following.

Lemma 8.1 (Rellich's lemma [257) Assume that a complex-valued function $u$, defined in the complement of some ball in $R^{m}$, satisfies $\left(\Delta+k^{2}\right) u=0$ for some non-zero real $k$ as well as

$$
\begin{equation*}
\int_{|X|=R}|u|^{2} d \sigma=o(1), \quad \text { as } R \rightarrow \infty \tag{60}
\end{equation*}
$$

Then $u$ must vanish identically.

## Proof.

Let $u(X)=\sum \sum a_{n, \nu}(|X|) Y_{n, \nu}(\hat{X})$ be the expansion of $u$ in spherical harmonics, where

$$
\begin{equation*}
a_{n, \nu}(r):=\int_{S^{m-1}} u(r \omega) \bar{Y}_{n, \nu}(\omega) d \omega . \tag{61}
\end{equation*}
$$

Since the Laplacian in $\mathrm{R}^{m}$ is related to the Laplacian on the unit sphere $S^{m-1} \subseteq \mathrm{R}^{m}$ by

$$
\Delta_{\mathrm{R}^{m}}=\frac{\partial^{2}}{\partial r^{2}}+\frac{m-1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{S^{m-1}},
$$

it follows from $\left(\Delta+k^{2}\right) u=0, \Delta_{S^{m-1}} Y_{n, \nu}=-n(n+m-2) Y_{n, \nu},(61)$ and integration by parts that each $a_{n, \nu}$ satisfies the second order, linear ODE

$$
\begin{equation*}
\frac{\partial^{2} a_{n, \nu}}{\partial r^{2}}+\frac{m-1}{r} \frac{\partial a_{n, \nu}}{\partial r}+\left(k^{2}-\frac{n(n+m-2)}{r^{2}}\right) a_{n, \nu}=0 . \tag{62}
\end{equation*}
$$

As is well known (cf. [3, (20)-(23), p. 96]), for each fixed $n$, the solutions of (62) are linear combinations of $r^{1-m / 2} J_{ \pm \mu}(k r)$, where $\mu:=\left[(m / 2-1)^{2}+\right.$ $n(n+m-2)]^{1 / 2}$ and $J_{s}$ is the Bessel function. In particular, the coefficients $a_{n, \nu}$ have the asymptotic behavior

$$
\begin{equation*}
a_{n, \nu}(r)=c_{k, m, n, \nu} e^{ \pm i k r} r^{\frac{1-m}{2}}\left\{1+\mathcal{O}\left(\frac{1}{r}\right)\right\}, \quad \text { as } r \rightarrow \infty . \tag{63}
\end{equation*}
$$

On the other hand, Parseval's identity gives

$$
\begin{equation*}
r^{m-1} \sum \sum\left|a_{n, \nu}(r)\right|^{2}=\int_{|X|=r}|u(X)|^{2} d \sigma_{r} \tag{64}
\end{equation*}
$$

so that, by $(60), r^{m-1}\left|a_{n, \nu}(r)\right|^{2}=o(1)$ as $r \rightarrow \infty$. Utilizing this back in (63) finally yields $a_{n, \nu}=0$ for each $n, \nu$. Thus, $u=0$ as desired.
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