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Abstract. We develop a discrete version of the weak quadratic estimates for
operators of type ! of [6], and show that analogous theorems hold. The method
is direct and can be generalized to the case of �nding necessary and su�cient
conditions for an operator T to have a bounded functional calculus on a domain
which touches �(T ) non-tangentially at several points. For operators on Lp,
1 < p <1, it follows that T has a bounded functional calculus if and only if T
satis�es discrete quadratic estimates. Using this, one easily obtains Albrecht's
extension to a joint functional calculus for several commuting operators [1]. In
Hilbert space the methods show that an operator with a bounded functional
calculus has a uniformly bounded matricial functional calculus.

The basic idea is to take a dyadic decomposition of the boundary of a sector
S� . Then on the k'th interval consider an orthonormal sequence of polynomials
fek;jg1j=1. For h 2 H1(S�), estimates for the uniform norm of h on a smaller
sector S� are obtained from the coe�cients ak;j = hh; ek;ji. These estimates
are then used to prove the theorems.

1. Introduction

Given a closed densely de�ned operator T acting on a complex Banach space X ,
and a function f which is bounded and holomorphic on an open neighborhood
of the spectrum �(T ) of T , the Riesz-Dunford functional calculus allows one
to de�ne a bounded operator f(T ). Bounds for many interesting functions of
an operator may be obtained in this fashion. However, some functions such as
the imaginary powers, and rational functions of the square root, may fail to be
bounded and holomorphic on an open neighborhood of the spectrum of T . Good
methods for de�ning f(T ) exist whenever f is bounded and holomorphic on an
open set 
 such that the closure 
 contains �(T ), the boundary @
 touches �(T )
at �nitely many points non-tangentially, and T has no point spectrum contained
in this intersection, and has resolvent bounds near it. See [13, 2] for the case
when T is type ! and 
 is a sector.
In general f(T ) may be an unbounded operator, [12]. If the norm of f(T ) is

comparable to the supremum of f , then we say that T admits a bounded H1(
)
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functional calculus. Investigation of a necessary and su�cient condition for T to
admit a bounded H1(
) functional calculus, namely that T satis�es quadratic

estimates, was begun by the second author in [13]. Subsequent investigations of
quadratic estimates and related generalizations include [2, 5, 7, 9].
Of particular interest for this work is the paper [6] where among the many

results, Cowling et al. show that weak quadratic estimates are equivalent to the
boundedness of the holomorphic functional calculus for operators in a Banach
space X . They restrict their attention to operators T with spectrum contained
in the closure, S!, of an open sector S!, (de�ned below), and consider the question
of whether T admits a bounded H1(S�) functional calculus for some � > !. Since

S� contains S! and @S� touches S! non-tangentially at 0 and1 this question �ts
into the framework described above. The methods used in [6] to prove this result
are quite technical, and their use of the Mellin transform would be less natural
in more general settings. Speci�cally, they require some Fourier analysis to pass
between continuous and discrete versions of the weak quadratic estimates. We
avoid the use of Fourier analysis by directly formulating the problem in discrete
terms. This gives simpli�ed proofs of some of the results in [6] and allows an
immediate extension to the more general situation outlined above.
Our techniques also generalize to several variables. For commuting operators

on Lp, 1 < p <1, which individually admit a joint functional calculus, one easily
obtains Albrecht's extension to a joint functional calculus for several commuting
operators. Uniform bounds on matricial functional calculi for operators in Hilbert
space are shown, and used to prove similarity results.
Recently, Lancien, Lancien and Le Merdy have used this work to prove results

about the boundedness of joint functional calculi on various types of Banach
spaces, with applications to maximal regularity [10, 11].
We now give a brief outline of the paper. In Section 2 we attend to de�nitions

and recall some required results in operator theory. In Section 3 we construct
a sequence of functions f�m;k;jg � H1(S�) which spans H1(S�) and has the
property that if � < � then any linear combination of the �m;k;j 's with bounded
coe�cients is in H1(S�). In Section 4 we use the �m;k;j 's with an operator
argument to provide some discrete quadratic estimates which an operator must
satisfy in order to have a bounded H1(S�) functional calculus. These discrete
quadratic estimates easily generalize in Lp, 1 < p < 1, to the case of several
commuting operators, and so provide a rather direct proof of the existence of a
bounded joint functional calculus [1, 3]. Section 5 extends the results of Sections
3 and 4 to more complicated domains. In Section 6 we use the results of Section
5 to show that on Hilbert spaces, the operators considered in Section 5 possess
uniformly bounded matricial functional calculi, and apply this fact to a special
case of the so called \polynomially bounded" question of Halmos.
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2. Preliminaries

Let us start with the case when the spectrum of T is contained in a sector.
The more general case is treated in Section 5. Accordingly, for 0 < � < � let
S� denote the open sector of angle �. That is S� = fz 2 C : j arg zj < �g. Let
H1(S�) denote the algebra of bounded holomorphic functions on S� with norm

khk1 = sup
z2S�

jh(z)j:

Throughout, X denotes a complex Banach space. By an operator in X we
mean a linear mapping T : D(T )! X , where the domain D(T ) of T is a linear
subspace of X . The norm k � k of T is the (possibly in�nite) number

k T k= supfk T (u) k: u 2 D(T ); k u k= 1g:

We say that T is bounded if k T k<1, and write T 2 L(X ) when T is bounded
and D(T ) = X . We call T closed if its graph f(u; Tu) : u 2 D(T )g is a closed
subspace of X � X . The spectrum and resolvent set of T are denoted by �(T )
and �(T ) respectively. The former set is the complement of the latter, which is
the set of all complex � for which there exists a bounded operator, called the
resolvent and denoted (� � T )�1; such that (�I � T )(� � T )�1 is the identity
operator I; and (�� T )�1(�I � T ) is the identity operator on D(T ).

De�nition 2.1. An operator T acting on X is said to be of type !, where

0 < ! < �, if T is closed, �(T ) is contained in the closure of S!, and for each �
in (!; �),

k (T � zI)�1 k� cjzj�1 ; z 2 C nS� :

An operator T of type ! always possesses anH1 functional calculus [13, 2, 6, 4].
That is for � > ! there exists a unique algebra homomorphism fromH1(S�) into
the space of closed operators on X which takes (�� z)�1 to (�� T )�1. However
it may happen that for some h 2 H1(S�) with khk1 = 1 that kh(T )k = 1,
[12]. Of course if h 2 H1(S�) and h is integrable with respect to jdzj=jzj on
the boundary of S�, @S�, then h(T ) is bounded since it can be represented by
a contour integral which converges absolutely in the operator norm. In order to
show that the conditions we derive guarantee a bounded functional calculus, we
need the Convergence Lemma for approximate operators [13, 2].

Lemma 2.2 (Convergence Lemma). Suppose T is a one{one operator of type

! with dense domain and dense range in X , and that � > !: Let ff�g be a

uniformly bounded net of functions in H1(S�) which converges to a function f
in H1(S�) uniformly on compact subsets of S�: Suppose further that the operators
f�(T ) are uniformly bounded on X . Then f�(T )u converges to f(T )u for all u
in X , and consequently f(T ) is a bounded linear operator on X , and kf(T )k �
sup� kf�(T )k:
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3. Function Theory on a Sector

In this section we develop the relevant function theory. Fix � > � > � � 0.
We wish to take a dyadic decomposition of the boundary of a sector between S�

and S� in such a way that the length of each dyadic piece is less than the distance
from its center to the boundary of both S� and S�. Accordingly let � = 1

2
(�+�),

and choose � > 1 so that

�� 1 < 1
2
dist(ei�; S�) =

1
2
sin
�� � �

2

�
:

De�ne a dyadic decomposition of the boundary @S� of S� by setting for k 2Z,

I1;k = frei� : �k � r � �k+1g; and I2;k = fre�i� : �k � r � �k+1g:

We refer to the centers of the dyadic pieces as

z1;k =
1
2(�

k + �k+1)ei�; and z2;k =
1
2(�

k + �k+1)e�i�:

For m = 1; 2, let fem;0;jg1j=0 be an orthonormal basis of polynomials of

L2(Im;0; jdzj=jzj) obtained from the orthonormalization of the sequence fzjg1j=0.
Thus each em;0;j is a polynomial of degree j which satis�esZ

Im;0

w`em;0;j(w)
jdwj

jwj
= 0 for all ` < j.(1)

For z 2 Im;k and k 2Zset

em;k;j(z) =
n
em;0;j(z��k) z 2 Im;k

0 otherwise.

Note that fem;k;jg1j=0 is an orthonormal basis of polynomials of
L2(Im;k; jdzj=jzj), and that together the em;k;j's form an orthonormal basis for
L2(@S�; jdzj=jzj).
For z on the boundary of S� and � in its interior, de�ne the kernel K by

K(z; �) =
z

1
2 �

1
2

(z � �)
(2)

and observe from Cauchy's theorem that, for h 2 H1(S�)

h(�) =
1

2�i

Z
@S�

h(z)K(z; �)
dz

z
:(3)

For each em;k;j de�ne the holomorphic function �m;k;j on S� by

�m;k;j(�) =
1

2�i

Z
@S�

em;k;j(z)K(z; �)
dz

z
:(4)

Straightforward calculations show that for � 2 S�, then j�m;k;j(�)j � c(� � �)�1.
It is also interesting to note that �m;k;j(�) = �m;0;j(���k).
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The following proposition shows how functions in H1(S�) can be decomposed
into sums of the �m;k;j's. We note however that although we provide a method
for achieving such a decomposition, it is not unique.

Proposition 3.1. If h 2 H1(S�) then as an element of H1(S�)

h(�) =
X
m;k;j

�m;k;j�m;k;j(�);

where

�m;k;j =

Z
Im;k

h(z)em;k;j(z)
jdzj

jzj
(5)

satis�es

j�m;k;jj �
p
log(�)khk1:(6)

Proof. First note that

sup
m;k;j

j�m;k;j j
2 � sup

m;k

X
j

j�m;k;jj
2 = sup

m;k

Z
Im;k

jh(z)j2
jdzj

jzj
� log(�)khk21:

Further, for �xed � 2 S�, K 2 L1(@S�; jdzj=jzj), hence (3) and (4) give

h(�) = lim
n�!1

nX
k=�n

2X
m=1

Z
Im;k

h(z)K(z; �)
dz

z

= lim
n�!1

nX
k=�n

2X
m=1

Z
Im;k

X
j

�m;k;jem;k;j(z)K(z; �)
dz

z

= lim
n�!1

nX
k=�n

X
m;j

�m;k;j�m;k;j(�):

Thus the proposition will follow if the sequence f�m;k;j(�)g has su�cient decay,
a fact proven in the following lemma.

Lemma 3.2. If � 2 S� and n is chosen so that �n � j�j � �n+1, then

j�m;k;j(�)j � c��
1
2 jk�nj2�j ;

so that for p > 0

sup
�2S�

X
m;k;j

j�m;k;j(�)j
p � c;

where c depends only on p.

Proof. Fix � 2 S� and choose n so that �n � j�j � �n+1. Let Bm;k denote the
ball of radius (�k+1 � �k) centered at zm;k. Observe that Bm;k does not intersect
S� or @S�. Using the �rst observation and (2) one sees that
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sup
z2Bm;k

jK(z; �)j � c��
1
2
jk�nj:

Let
1X
j=0

bm;k;j

� z � zm;k

�k+1 � �k

�j
be the normalized power series expansion of K(z; �) on Bm;k, so thatn 1X

j=0

jbm;k;jj
2
o 1

2
=
nZ

@Bm;k

jK(z; �)j2
jdzj

2�(�k+1 � �k)

o 1
2
� c��

1
2 jk�nj:

Note that Im;k is contained in a ball of half the radius of Bm;k. Thus for z 2 Im;k

and N 2Z
1X

j=N

���bm;k;j

� z � zm;k

�k+1 � �k

�j��� � c��
1
2 jk�nj2�N :

Finally, from (1) em;k;j is orthogonal to (z � zm;k)s for s < j, thus

j�m;k;j(�)j =
��� 1

2�i

Z
@S�

em;k;j(z)K(z; �)
dz

z

���
=
��� 1

2�i

Z
Im;k

1X
s=j

em;k;j(z)bm;k;s

� z � zm;k

�k+1 � �k

�sdz
z

���
�

1

2�

Z
Im;k

jem;k;j(z)j
1X
s=j

���bm;k;s

� z � zm;k

�k+1 � �k

�s���jdzj
jzj

� c��
1
2 jk�nj2�j :

We require two more sequences obtained from the �m;k;j's. Let

�m;k;j(�)	
2
m;k;j(�) = �m;k;j(�)

be the inner-outer factorization of �m;k;j on S� with �m;k;j the inner factor and
	2

m;k;j the outer factor. Sete	m;k;j(�) = �m;k;j(�)	m;k;j(�):

This gives a factorization �m;k;j = 	m;k;j
e	m;k;j with the property that for � 2 @S�

j	m;k;j(�)j = je	m;k;j(�)j = j�m;k;j(�)j
1
2

and hence, for p > 0,

sup
�2S�

X
m;k;j

j�m;k;j(�)j
p � c:(7)

We remark that any other factorization with this property would su�ce.
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4. Operator Theory

Let A be an operator of type ! acting on a complex Banach space X . Let �m;k;j

be de�ned as in Section 3. We present the equivalence of A having a bounded
functional calculus with A satisfying discrete weak quadratic estimates.
We say that A has a bounded H1(S�) functional calculus if h(A) 2 L(X ) for

all h 2 H1(S�) with

kh(L)k � ckhk1 :(F�)

We say that A satis�es discrete weak quadratic estimates (W) ifX
m;k;j

jh�m;k;j(A)u; vij � ckukkvk ; u 2 X ; v 2 X � :(W)

By analogy with Theorems 4.2 and 4.4 of [6] one has the following theorem.

Theorem 4.1. Let A be an operator of type ! acting on a complex Banach space

X which is one{one and has dense domain and dense range. If A satis�es (W)
then A satis�es (F�), and conversely if A satis�es (F�) then A satis�es (W).

Proof. Let h 2 H1(S�) and decompose h as in Proposition 3.1,

h(�) =
X
m;k;j

�m;k;j�m;k;j(�);

where the �m;k;j's are as in (5). Observe that if (W) holds then using (6) one
sees that for all u 2 X , and v 2 X �,

jhh(A)u; vij =
���X
m;k;j

h�m;k;j�m;k;j(A)u; vi
���� ckhk1kukkvk;

hence A satis�es (F�).
Conversely, suppose A satis�es (F�). For u; v �xed, choose unimodular con-

stants bu;vm;k;j so thatX
m;k;j

jh�m;k;j(A)u; vij =
DX
m;k;j

bu;vm;k;j�m;k;j(A)u; v
E
:

Now the hypothesis, Lemma 3.2, and the Convergence Lemma show that the
above is bounded by

c sup
�2S�

���X
m;k;j

bu;vm;k;j�m;k;j(�)
���kukkvk � ckukkvk:

Thus (W) holds.

We now show the equivalence of discrete weak quadratic estimates with discrete
quadratic estimates when X = Lp.
Let T be an operator of type ! acting on Lp(
), 1 < p < 1, where (
; dx)

is a �{�nite measure space. Let q be the conjugate exponent to p and let T � be
the adjoint of T with respect to the bi-linear pairing between Lp(
) and Lq(
).
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Let 	m;k;j and e	m;k;j be de�ned as in Section 3. Let f 2 Lp(
), and g 2 Lq(
).
Consider the following discrete quadratic estimates which T might satisfy.nX

m;k;j

j	m;k;j(T )f(�)j
2
o 1

2

p
� ckfkp;(S)

nX
m;k;j

je	m;k;j(T
�)g(�)j2

o 1
2

q
� ckgkq;(S�)

nX
m;k;j

j2�
j

2	m;k;j(T )f(�)j
2
o 1

2

p
� ckfkp;(S)

nX
m;k;j

j2�
j
2 e	m;k;j(T

�)g(�)j2
o 1

2

q
� ckgkq:(S�)

Clearly (S) and (S�) imply (S) and (S�) respectively. Moreover if X = Lp(
)
and (S) and (S�) hold, then (W) holds for A = T .

Theorem 4.2. Let T be an operator of type ! acting on Lp(
) ; 1 < p < 1;
which is one{one and has dense domain and dense range, then;

If T satis�es (F�) then (S) and (S�) hold.i)

If (S) and (S�) hold then T satis�es (F�).ii)

If (S) and (S�) hold then T satis�es (F�).iii)

Proof. To see i), apply the randomization lemma as in [6] (or in the proof of
Theorem 4.3) to the sum in (S) to obtainnX

m;k;j

j	m;k;j(T )f(�)j
2
o 1

2

p
� c sup

kak1=1

�X
m;k;j

am;k;j	m;k;j(T )
�
f

p
:

Therefore (S) follows from the hypothesis and (7).
ii) Let h 2 H1(S�) and again decompose h as in Proposition 3.1. Hence

hh(T )f; gi =
X
m;k;j

h�m;k;j�m;k;j(T )f; gi

=
X
m;k;j

h�m;k;j	m;k;j(T )f; e	m;k;j(T
�)gi

=

Z



X
m;k;j

�m;k;j 	m;k;j(T )f(x) e	m;k;j(T
�)g(x) dx

and so

jhh(T )f; gij � khk1

nX
m;k;j

j	m;k;j(T )f(�)j
2
o 1

2

p

nX
m;k;j

je	m;k;jg(�)j
2
o 1

2

q
:
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Thus T satis�es (F�) since (S) and (S�) show that the last line of the above is
bounded by ckhk1kfkpkgkq.
To see iii) note that if h 2 H1(S�) then by considering the power series of h

on Bm;k as de�ned in the proof of Lemma 3.2 and arguing similarly one can show
that

�m;k;j =

Z
Im;k

h(z)em;k;j(z)
jdzj

jzj
� ckhk12

�j :

A calculation similar to the one used to prove ii) shows that T satis�es (F�).

We now treat the case of several commuting operators on Lp(
) ; 1 < p <1.
Let T = (T1; T2; : : : ; Td) be a d-tuple of commuting operators with Ti of type !i

and possessing a bounded H1(S�i) functional calculus for some �i > !i. Choose
�i > �i, and set (�) = (�1; �2; : : : ; �d), S(�) = S�1�S�2�: : : S�d, and letH

1(S(�))
denote the space of bounded holomorphic functions on S(�). In [1] Albrecht proved
with a careful application of the Rademacher inequalities that T has a bounded
H1(S(�)) functional calculus, that is for h(z) = h(z1; z2; : : : ; zd) 2 H1(S(�))

kh(T )k = kh(T1; T2; : : : ; Td)k � ckhk1:

See also [3]. We present an alternative proof of Albrecht's theorem using discrete
quadratic estimates.
Let (m;k; j) be a multi-index (m1; : : : ;md; k1; : : : ; kd; j1; : : : ; jd) with

mi = 1; 2; ki 2Z; and ji = 0; 1; 2; : : : . Construct functions em1;k1;j1 ;�m1;k1;j1,

	m1;k1;j1, and e	m1;k1;j1 as in Section 3. For � in S(�) set

�(m;k;j)(�) = �m1;k1;j1(�1)�m2;k2;j2(�2) : : :�md;kd;jd(�d):e	(m;k;j);	(m;k;j) and e(m;k;j) are de�ned similarly. Let

J(m;k) = Im1;k1 � Im2;k2 � � � � � Imd;kd:

Every element h 2 H1(S(�)) has a decomposition as a sum of the �(m;k;j)'s. In
fact for � 2 S� one has,

h(�) =
X

(m;k;j)

�(m;k;j)�(m;k;j)(�);

where

�(m;k;j) =

Z
J(m;k)

h(z)e(m;k;j)(z)
jdz1j

jz1j

jdz2j

jz2j
: : :

jdzdj

jzdj
:

As before

sup
(m;k;j)

j�(m;k;j)j
2 � sup

(m;k)

X
(j)

j�(m;k;j)j
2 = sup

(m;k)

Z
J(m;k)

jh(z)j2
jdz1j

jz1j

jdz2j

jz2j
: : :

jdzdj

jzdj

� ckhk21:

With everything de�ned as above we have the following theorem.
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Theorem 4.3 (Albrecht). For 1 � i � d �x 0 � !i < �i < �i < �. If

T = (T1; T2; : : : ; Td) is a d-tuple of commuting operators, with Ti of type !i

and possessing a bounded H1(S�i) functional calculus, then T has a bounded

H1(S(�)) functional calculus.

Proof. As in the proof of Theorem 4.1���hh(T )f; gi��� �
n X

(m;k;j)

j	(m;k;j)(T )f(�)j
2
o 1

2

p

n X
(m;k;j)

je	(m;k;j)(T
�)g(�)j2

o 1
2

q
:

De�ne the product of Rademacher functions on [0; 1](3d) by setting,

r(m;k;j)(t) = rm1(t1) : : : rmd
(td)rk1(td+1) : : : rkd(t2d)rj1(t2d+1) : : : rjd(t3d);

where each of the r's is the Rademacher function corresponding to its subscript.
Letting dt = dt1dt2 : : : dt3d one has, using the inequalities for Rademacher func-
tions [16] that n X

(m;k;j)

j	(m;k;j)(T )f(�)j
2
o 1

2
p
p
=

Z



�Z
[0;1](3d)

��� X
(m;k;j)

r(m;k;j)(t)	(m;k;j)(T )f(x)
���2dt� p

2
dx �

c

Z
[0;1](3d)

Z



��� X
(m;k;j)

r(m;k;j)(t)	(m;k;j)(T )f(x)
���pdxdt:(8)

For i = 1; 2; : : : ; d and t 2 [0; 1](3d) set

Fi(t; �) =
X
m;k;j

rmi
(ti)rki(td+i)rji(t2d+i)	mi;ki;ji(�):

Now Ti has a bounded H1(S�i) functional calculus hence, by Lemma 3.2,

sup
t

kFi(t; T )k � sup
t

sup
�2S(�i)

���X
m;k;j

rmi
(ti)rki(td+i)rji(t2d+i)	mi;ki;ji(�)

��� � c:

It follows that (4) is bounded by

sup
t

�F1(t; T1)(F2(t; T2)(: : : (Fd(t; Td)f)))
�p

p
� ckfkpp:

Using this, together with an analogous calculation with T �, we have���hh(T )f; gi��� � ckfkpkgkq;

so that T has a bounded H1(S(�)) functional calculus.



DISCRETE QUADRATIC ESTIMATES 11

Remark. Subsequent to the �rst draft of the current work appearing, Lancien,
Lancien and Le Merdy have shown how to use our discrete weak quadratic esti-
mates to prove the boundedness of joint functional calculi in various classes of
Banach spaces [10, 11].

5. Several Points of Contact.

In Sections 3 and 4 we developed some necessary and su�cient conditions for
an operator to have a bounded H1 functional calculus on an open set whose
boundary touches its spectrum non-tangentially at the two points 0 and 1. In
this section we generalize these arguments to the case of several points of contact.
We begin as before with the function theory.
Let � be a compact subset of C . We consider three bounded open sets O1 �

O2 � O3 with connected closures which contain �, and whose piece-wise smooth
boundaries touch � non-tangentially at �nitely many points Z = fz1; z2; : : : ; zNg.
We further require that the boundaries are piece-wise linear in a neighbourhood
Z, meet each other non-tangentially at Z, and that O2 equals the interior of its
closure. The non-tangentiality gives that for wn 2 @On; n = 1; 2; 3, and n 6= j,

dist(wn;�) � inf
1�i�N

dist(wn; zi); and dist(wn; @Oj) � inf
1�i�N

dist(wn; zi):(9)

Construct a reproducing kernel analogous to K for O2 by choosing for 1 � i �
N a bi-holomorphic mapping 'i of a neighbourhood of the closure of O3 which
maps O3 to a bounded domain contained in the right half plane and takes zi to
0. Set

K(z; �) =

�QN

i=1 'i(�)'i(z)
�1

2

(z � �)
; and d� =

dzQN

i=1 'i(z)
:

The di�erentiability of the 'i's show that for � 2 O1,

Z
@O2

jK(z; �)jjd�j � c

Z
@O2

���QN

i=1(zi � �)(zi � z)
��� 12

jz � �j
QN

i=1 jzi � zj
jdzj � c:

Therefore K(�; �) is bounded in L1(@O2; jd�j) uniformly for � 2 O1. Let h 2
H1(O2), and observe from Cauchy's theorem that for � 2 O2,

h(�) =
1

2�i

Z
@O2

h(z)K(z; �)d�:

We now construct a decomposition of @O2. Let �0 be the union of all the
closed curves in @O2 which do not intersect Z. Choose subarcs f0;kg

k0
k=0 of �0 so

that

�0;k = supfjy � ~yj : y; ~y 2 0;kg �
1
3dist(0;k; @O1 [ @O3):
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Decompose the remainder of the boundary into curves �m; 1 � m � N1 which
intersect Z at one of their end points. Let ym;0 and ym;1 denote the end points
of �m with ym;1 2 Z. Choose points ym;1; ym;2; : : : along �m so that the subarcs
fm;kg1k=0 which connect ym;k to ym;k+1 partition �m and satisfy

�m;k = supfjy � ~yj : y; ~y 2 m;kg =
1
3
dist(m;k; @O1 [ @O3):

Since the boundaries of the Oi's are piece-wise linear in a neighbourhood of
the zi's and meet each other non-tangentially at the zi's it follows that �m;k

eventually tends exponentially to 0 as k �! 1. Equivalently fym;kg eventually
tends exponentially to ym;1. Hence there exists a positive integer km and a
constant �m > 1 such that for k > km

jym;k � ym;1j = c��(k�km)
m :(10)

If k � km then the fact that the 'i's are bi-holomorphic shows that,

sup
z2m;k

jK(z; �)j �
��� NY
i=1

'i(�)'i(z)
���12

�
��� NY
i=1

(zi � �)(zi � z)
���12

� inf
(1�i�N)

j� � zij
1
2 :(11)

Let � 2 O1, and choose rm so that

��(rm�km)
m � j� � ym;1j � ��((rm�1)�km)

m :(12)

From (10) and (12) one has for k > km and z 2 m;k

jK(z; �)j �

���QN

i=1(zi � �)(zi � z)
���12

jz � ym;1j+ j� � ym;1j

�

�
�
�(k�km)
m �

�(rm�km)
m

� 1
2

�
�(k�km)
m + �

�(rm�km)
m

inf
(zi 6=ym;1)

j� � zij
1
2(13)

� �
� 1

2 jk�rmj
m inf

(zi 6=ym;1)
j� � zij

1
2 :

Let fem;k;jg
1
j=0 be an orthonormal basis of polynomials of L2(m;k; jd�j) ob-

tained from the orthonormalization of the sequence fzjg1j=0. As before each
em;k;j is a polynomial of degree j which satis�esZ

m;k

z`em;k;j(z)jd�j = 0 for all ` < j.

For each em;k;j de�ne the holomorphic function �m;k;j on O2 by the formula
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�m;k;j(�) =
1

2�i

Z
@O2

em;k;j(z)K(z; �)d�:

For � 2 O1 and rm as in (12) the estimates in (11) and (13) show using the
same methods used in Lemma 3.2 that

j�m;k;j(�)j �

8>>><
>>>:

c2�j inf
(1�i�N)

j� � zij
1
2 if k � km;

c�
�
1
2
jk�rmj

m 2�j inf
(zi 6=ym;1)

j� � zij
1
2 if k > km:

(14)

Note that (14) implies that if h 2 H1(O2) then as an element of H1(O1) we
may decompose h as a sum of the �m;k;j 's. In fact we have the following analogue
of Proposition 3.1.

Proposition 5.1. If h 2 H1(O2) then as an element of H1(O1)

h(�) =
X
m;k;j

�m;k;j�m;k;j(�);

where

�m;k;j =

Z
m;k

h(z)em;k;j(z)jd�j:

As in Section 3 we need to factor the �m;k;j's However as O1 may not be simply
connected, inner{outer factorization may be unavailable. The following lemma
guarantees the necessary factorization.

Lemma 5.2. For f�m;k;jg as above there exist sequences of functions in

H1(O1), f	m;k;jg and fe	m;k;jg such that for � 2 O1 and rm as in (12)

	m;k;j(�)e	m;k;j(�) = �m;k;j(�); and

j	m;k;j(�)j; je	m;k;j(�)j �

8>>><
>>>:
c2�

j
2 inf
(1�i�N)

j� � zij
1
4 if k � km;

c�
� 1

4
jk�rmj

m 2�
j
2 inf
(zi 6=ym;�1)

j� � zij
1
4 if k > km.

Proof. Let 'mR
be the previously selected mapping which takes ym;1 to zero. Set

e	m;k;j(�) =

8>>><
>>>:
2�

j
2

�QN

i=1 'i(�)'i(ym;k)
� 1

4
if k � km;

2�
j
2

�QN

i=1 'i(�)'i(ym;k)
� 1

4

'mR
(ym;k)

1
2 � 'mR

(�)
1
2

if k > km,

and set

	m;k;j(�) = (e	m;k;j(�))
�1�m;k;j(�):(15)
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The fact that the 'i's are bi-holomorphic shows that for k � km

je	m;k;j(�)j � 2�
j
2 inf
(1�i�N)

j� � zij
1
4 :

Fix � 2 O1, let rm be as in (12). From (9) and (10) one has that for k > km

je	m;k;j(�)j � c2�
j
2

���QN

i=1(zi � �)(zi � ym;k)
���14

jym;k � ym;1j
1
2 + j� � ym;1j

1
2

� c2�
j
2

�
�
�(k�km)
m �

�(rm�km)
m

� 1
4

�
� 1

2 (k�km)
m + �

� 1
2 (rm�km)

m

inf
(zi 6=ym;1)

j� � zij
1
4

� c2�
j
2�
� 1

2 jk�rmj
m inf

(zi 6=ym;1)
j� � zij

1
4 :

Further estimates show that for k > km

je	m;k;j(�)j � 2�
j

2 inf
zi 6=ym;1

j� � zij
1
4 �
� 1

4
jk�rmj

m :

Thus by (15) the lemma holds.

We are now ready to consider the operator theory. Let A be an operator acting
on a complex Banach space X and T be an operator acting on Lp(
) ; 1 < p <1;
with �(A) and �(T ) contained in �. We also assume that for z outside � and
1 � i � N

k(z �A)�1k; k(z � T )�1k � c
�
dist(z;�)

��1
; and(16)

ziI �A and ziI � T are one{one closed operators(17)

with dense domain and dense range.

As before let u 2 X ; v 2 X �; f 2 Lp(
); and g 2 Lq(
) and consider the
following conditions that A and T might satisfy.
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m;k;j

jh�m;k;j(A)u; vij � ckukkvk;(W)

nX
m;k;j

j	m;k;j(T )f(�)j
2
o 1

2

p
� ckfkp;(S)

nX
m;k;j

je	m;k;j(T
�)g(�)j2

o 1
2

q
� ckgkq;(S�)

nX
m;k;j

2�
j

2 j	m;k;j(T )f(�)j
2
o 1

2

p
� ckfkp;(S)

nX
m;k;j

2�
j
2 je	m;k;j(T

�)g(�)j2
o 1

2

q
� ckgkq:(S�)

An operator L has a bounded H1(O) functional calculus if L satis�es,

kh(L)k � ckhk1 for all h 2 H1(O).(FO)

The function theory developed in this section allows one to prove using virtually
the same proofs as Theorem 4.1 and 4.2 the following theorems.

Theorem 5.3. Let A be an operator acting on a complex Banach space X which

satis�es (16) and (17). If A satis�es (W) then A satis�es (FO2) , and conversely

if A satis�es FO1 then A satis�es (W).

Theorem 5.4. Let T be an operator acting on Lp(
) ; 1 < p <1; which satis�es

(16) and (17), then;

If T satis�es (FO1) then (S) and (S�) hold.i)

If (S) and (S�) hold then T satis�es (FO2).ii)

If (S) and (S�) hold then T satis�es (FO3).iii)

Also using essentially the same proof as Theorem 4.3 one can show that several
commuting operators acting on Lp ; 1 < p <1; which individually satisfy (FO1)
admit a joint functional calculus.
More can be said for operators on Hilbert space. In [13] the second author

showed that if T is an operator of type ! acting on a Hilbert space with a
bounded H1(S�) functional calculus for some � > ! then T has a bounded
H1(S�) functional calculus for every � > !. An analogous fact holds in this
setting. Let O be any open set whose closure contains � and whose boundary
touches � non-tangentially at z1; z2; : : : ; zN . With everything de�ned as above
we have the following theorem.

Theorem 5.5. Let T be an operator acting on a complex Hilbert space H which

satis�es (16) and (17). If T has a bounded H1(O1) functional calculus then T
has a bounded H1(O) functional calculus.



16 EDWIN FRANKS AND ALAN McINTOSH

Proof. To show that T has a bounded H1(O) functional calculus it su�ces to
consider T restricted to the closed separable invariant subspaces generated by a
vector  and the functional calculus of T . Namely the closures of subspaces of
the form H = fh(T ) : h 2 H1(O)g. Thus, since any separable Hilbert space
is unitarily equivalent to L2(
), we may assume without loss of generality that
H = L2(
). We also assume without loss of generality that O � O1 and has a
piece-wise smooth boundary. Since T has a bounded H1(O1) functional calculus,
Proposition 5.1 and the constructions preceding it allow one to decompose the
identity operator I as follows

I =
X
m;k

�m;k;0(T ):

We need a somewhat di�erent factorization of the �m;k;0's, accordingly let 'mR

be the previously selected mapping which takes ym;1 to zero and set

�m;k(�) =

8>>><
>>>:

�QN

i=1 'i(�)'i(ym;k)
� 1

8
if k � km;�QN

i=1 'i(�)'i(ym;k)
�1

8

'mR
(ym;k)

1
4 � 'mR

(�)
1
4

if k > km, and

�m;k(�) = (�m;k(�))
�1	m;k;0(�):

Estimating in the same manner as in the proof of Lemma 5.2 gives,

j�m;k(�)j �

8>>><
>>>:

inf
(1�i�N)

j� � zij
1
8 if k � km;

�
� 1

8 jk�rmj
m inf

(zi 6=ym;1)
j� � zij

1
8 if k > km,

(18)

so that

j�m;k(�)j <

8>>><
>>>:
c inf
(1�i�N)

j� � zij
1
8 if k � km;

c�
� 1

8 jk�rmj
m inf

(zi 6=ym;1)
j� � zij

1
8 if k > km.

(19)

Let h 2 H1(O) and let f; g 2 L2(
). Then
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hh(T )f; i = hh(T )
X
m;k

�m;k;0(T )f; gi

� sup
(m;k)

kh(T )�m;k(T )k
X
m;k

k�m;k(T )fkke	m;k;0(T
�)gk

� sup
(m;k)

kh(T )�m;k(T )k
�Z




X
m;k

j�m;k(T )f(x)j
2 dx

� 1
2

�
�Z




X
m;k

je	m;k;0(T
�)g(x)j2 dx

� 1
2
:

Using the randomization lemma, (18) , (19) and the fact that T has a bounded
H1(O1) functional calculus one sees that the above is bounded by

c sup
(m;k)

kh(T )�m;k(T )kkfkkgk:

Further by (18) one has,

kh(T )�m;k(T )k � c

Z
@O

h(z)�m;k(z)

z � T

 � c sup
�2O

jh(�)j

Thus T has a bounded H1(O) functional calculus.

We close this section with the remark that the kernel K(z; �) could be replaced
by any other kernel which reproduced the value of holomorphic functions on O2

and is in L1(@O2; jd�j) uniformly for � 2 O1.

6. Matricial functional calculus on Hilbert space.

Let T be an operator acting on a complex Hilbert space H with �(T ) contained
in �, which satis�es (16) and (17). Using the results and objects de�ned in Sec-
tion 5 we consider holomorphic matrix valued functions of T . We show that if T
has a bounded H1(O1) functional calculus then T has a bounded H1(O3; C n�n)
functional calculus, with bounds independent of the dimension n (see also [14]
and [8]).
First we note that if [fr;s] 2 H1(O3; C n�n) then as an element of

H1(O1; C n�n) one has the following decomposition.

[fr;s](�) =
X
m;k;j

�m;k;j(�)[�
r;s

m;k;j];(20)

where the matrix [�r;s

m;k;j] is given by the formula

[�r;s

m;k;j] =

Z
m;k

em;k;j(z)[fr;s]jd�j;

and hence

k[�r;s

m;k;j]k1 � ck[fr;s]k1:
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Let (H)(n) denote the space of n-tuples of vectors in H. For u 2 (H)(n) set

kuk2;2 = c
� nX
`=1

ku`k
2
� 1

2
:

With this de�nition we have the following theorem.

Theorem 6.1. Let T be an operator acting on a complex Hilbert space H which

satis�es (16) and (17). Suppose T has a bounded H1(O1) functional calculus.

Then for n = 1; 2; : : : ; [fr;s(z)] 2 H1(O3; C n�n ), and u; v 2 (L2)(n)

jh[fr;s(T )]u; vij � ck[fr;s]k1kuk2;2kvk2;2;

where c does not depend on n.

Proof. As in the proof of Theorem 5.5 we assume without loss of generality that
H = L2(
). Fix [fr;s(z)] 2 H1(O3; C n�n ) with k[fr;s]k1 = 1, and u; v 2 (L2)(n).
Let h�; �i denote the bi-linear pairing between (L2)(n) and itself, and h�; �iCn denote
the bi-linear pairing between C n and itself. Decompose [fr;s] as in (20) so that

jh[fr;s(T )]u; vij � j
X
m;k;j

jh�m;k;j(T )[�
r;s

m;k;j]u; vij

=
X
m;k;j

jh	m;k;j(T )[�
r;s

m;k;j]u;
e	m;k;j(T

�)vij

�

Z



X
m;k;j

���D	m;k;j(T )[�
r;s

m;k;j]u(x);
e	m;k;j(T

�)v(x)
E
Cn

���:
Now, the Cauchy{Schwartz inequality and Lemma 5.2 show that the above is

� c

Z



X
m;k;j

� nX
`=1

j	m;k;j(T )u`(x)j
2
� 1

2
� nX
`=1

je	m;k;j(T
�)v`(x)j

2
� 1

2

� c
� nX
`=1

�X
m;k;j

j	m;k;j(T )u`(�)j
2
�1

2
2� 1

2
� nX
`=1

�X
m;k;j

je	m;k;j(T
�)v`(�)j

2
� 1

2
2�1

2

� ckuk2;2kvk2;2:

Hence T has a uniformly bounded matricial functional calculus.

We now discuss an interesting special case of Theorem 6.1. Let D denote the
open unit disk in C , and let T be an operator acting on a Hilbert space which has
a bounded H1(D ) functional calculus. We also suppose that there exists �nitely
many points z1; z2; : : : ; zn contained in @D such that for z outside D ,

k(z � T )�1k � c sup
i

j(z � zi)
�1j:(21)

It follows that there exists a closed set � contained in the closure of D which
touches the boundary of the D non-tangentially at z1; z2; : : : ; zn and for which
(21) holds with a possibly larger constant. If � < 1, then Theorems 5.3 and
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6.1 show that �T has a uniformly bounded matricial functional calculus on D .
Examination of their proofs shows that for [fr;s(z)] 2 H1(D ; C n�n ),

sup
�<1

k[fr;s(�T )]k � ck[fr;s]k1:

In [15], Paulsen showed that this implies that T is similar to a contraction. We
record the above observation in the following theorem stated in the language
usual for this problem.

Theorem 6.2. If T is a polynomially bounded operator for which there exists

�nitely many points z1; z2; : : : ; zn contained in @D such that (21) holds, then T
is similar to a contraction.

An operator T is polynomially bounded if for every polynomial p, kp(T )k �
supz2D jp(z)j.
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